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Abstract

We consider Partial Least Squares (PLS) estimation of a time-series forecasting model
with the data containing a large number (T) of time series observations on each of a
large number (N) of predictor variables. In the model, a subset or a whole set of the
latent common factors in predictors are determinants of a single target variable to be
forecasted. The factors relevant for forecasting the target variable, which we refer to
as PLS factors, can be sequentially generated by a method called “Nonlinear Iterative
Partial Least Squares” (NIPLS) algorithm. Two main findings from our asymptotic
analysis are the following. First, the optimal number of the PLS factors for forecasting
could be much smaller than the number of the common factors in the original predictor
variables relevant for the target variable. Second, as more than the optimal number
of PLS factors is used, the out-of-sample forecasting power of the factors could rather
decrease while their in-sample explanatory power may increase. Our Monte Carlo
simulation results confirm these asymptotic results. In addition, our simulation results
indicate that unless very large samples are used, the out-of-sample forecasting power
of the PLS factors is often higher when a smaller than the asymptotically optimal
number of factors are used. We find that the out-of-sample forecasting power of the
PLS factors often decreases as the second, third, and more factors are added, even if
the asymptotically optimal number of the factors is greater than one.
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1 Introduction

Regressions with a large number of predictor variables (N) could produce poor forecasting
results because of high multicollinearity among the predictors, especially when the number
of time series observations (7) is not sufficiently larger than N. A treatment to this large-
dimensionality problem is the use of shrinkage estimation methods such as Ridge, Bayesian,
and Principal Component (PC) regressions. ' Another possible choice is the Partial Least
Squares (PLS) regression that was originally introduced and developed by Wold (1966; 1973;
1982). 23 The PLS regression has been popularly used in chemometrics, bioinformatics,
machine learning and marketing research. Recently, use of the PLS regression has been
increasingly popular in the fields of finance and economics, especially for the analysis of the
data with both large N and large T7; see, for example, Groen and Kapetanios (2009; 2016),
Kelly and Pruitt (2013; 2015), Huang, Jiang, Tu, and Zhou (2015), Carrasco and Rossi
(2016), Light, Maslov, and Rytchkov (2017), Tu and Lee (2019), and Rytchkov and Zhong
(2021).

The PC and PLS regressions are similar in the sense that both use a small number
of estimated factors correlated with the true common latent factors in predictor variables,
as regressors. However, these regressions use different approaches to extract factors from
predictor variables. Specifically, the PC regression estimates and uses for forecasting all the
common factors in predictor variables even if some of the factors are in fact uncorrelated
with the target variable. For this reason, the PC method is viewed as an “unsupervised”
method because the common factors are estimated independently from the target variable.
In contrast, the PLS regression generates relevant factors sequentially by the “Nonlinear
[terative Partial Least Squares” (NIPLS) algorithm of Wold (1966). The PLS regression is
a “supervised” method in the sense that it isolates and estimates the relevant factors that
are correlated with a target variable from the latent factors that governs predictors; see
Mehmood, Liland, Snipen, and Sabg (2012). For this reason, many previous studies have
conjectured that the PLS factors may have higher predictive power than the PC factors.
The purpose of this paper is to revisit this conjecture by investigating the asymptotic and
finite sample properties of the PLS factors when they are obtained from the data with both
large N and large T

The large-N and large-T" properties of the PLS factors have been studied by Kelly and
Pruitt (2015) and Groen and Kapetanio (2016). Kelly and Pruitt (2015) consider the cases
in which individual predictor variables are correlated with a target variable only through the
common factors, and a subset or a whole set of these common factors in predictors are the
determinant of the target variable. Groen and Kapetanio (2016) examine the forecasting
power of PLS factors for the cases in which predictor variables are directly correlated with
the target variable, not indirectly through the latent factors. We do not consider the model
of Groen and Kapetanio (2016) in this paper. Our asymptotic analysis is conducted for a

!see De Mol, Giannone, and Reichlin (2008)

2The PLS regression is also a shrinkage estimation method; see, for example, De Jong (1993) and Phatak
and De Hoog (2002).

3The PLS regression is a shrinkage method in the sense that the norm of the OLS estimates of the
coeflicients of the PLS factors is not greater than that of the OLS estimates of the coefficients of all predictors.
However, differently from the ridge and the Bayesian regressions, the PLS regression does not shrink all of
the regressor coefficients. It could rather expand some coefficients; see Butler and Denham (2000).



model in which predictor variables are correlated with the target variable only through the
latent factors. However, our model is more general than that of Kelly and Pruitt (2015). For
the general model, we investigate the asymptotically optimal number of the PLS factors that
have the maximum predictive accuracy for the target variable. We also conduct Monte Carlo
simulations to examine the finite-sample properties of the forecasting results by the PLS
regression. For our simulation exercises, we consider some cases in which the idiosyncratic
components of predictor variables, as well as the common latent factors, are correlated with
the target variable.

It is known that the PLS regression may use a smaller number of factors than the PC
regression to reach the maximum prediction power. For the cases where asymptotic theory
applies as T' grows infinitely with fixed N, Helland (1988; 1990) has shown that the number
of the distinct eigenvalues of the population variance-covariance matrix of the predictor
variables is the optimal number of the PLS factors to be used. In this paper we examine
how his result can be generalized to the cases in which asymptotic theory applies as both N
and T jointly grow infinitely. Most of the previous studies related to large-N and large-T
properties of the PC or PLS factors have considered the cases in which predictor variables
contain K common latent factors and the first K largest eigenvalues of the sample variance-
covariance matrix of the predictor variables are asymptotically distinct (e.g., converges to
different limits in probability); see Bai (2003), Stock and Watson (2002a), and Kelly and
Pruitt (2015). For such cases, each of the eigenvectors corresponding to the largest K
eigenvalues is asymptotically unique up to sign and scale. A novelty of our model is that it
allows some or all of the K largest eigenvalues to have the same probability limits. For this
general model, the eigenvectors corresponding to the eigenvalues having the same probability
limit are unique only up to orthonormal transformation. We find that this generalization is
important to understand the asymptotic and finite-sample properties of the PLS factors.

There are two major findings from our asymptotic analysis. First, we find that the asymp-
totically optimal number of the PLS factors crucially depends on the asymptotic distribution
of the eigenvalues of the sample variance-covariance matrix of predictors. For example, if
all the K largest eigenvalues converge to the same probability limit, the first PLS factor
has the maximum prediction power that the PLS regression can have. In contrast, if the K
eigenvalues are all asymptotically distinct as in Kelly and Pruitt (2015), the asymptotically
optimal number of the PLS factors equals the number of the common factors in predictor
variables that are correlated with the target variable. Second, using overly many PLS fac-
tors could substantially decrease the out-of-sample forecasting power of the PLS regression
unless the N/T ratio is sufficiently small. While using more PLS factors can inflate the PLS
regression’s in-sample fit, it can deteriorate the regression’s out-of-sample forecasting power.

The three major findings from our simulation experiments and topical empirical study
are the following. First, in finite samples, the out-of-sample prediction power of the PLS
regression often sharply drops as more than the asymptotically optimal number of factors are
used. Second, unless the N/T ratio is sufficiently small, the out-of-sample prediction power
of the PLS regression is often peaked when a fewer number of factors are used than what
asymptotic theory suggests. The first PLS factor has dominantly strong forecasting power
than other PLS factors, even for the cases in which the asymptotically optimal number
of PLS factors is greater than one. The gain by using the second or other PLS factors
in addition to the first PLS factor is generally small. Third and finally, cross-validation
methods are not always successful in finding the number of factors that maximizes the out-



of-sample forecasting power of the PLS regression. Our simulation experiments and actual
data analysis show that using only the first PLS factor often produces better forecasting
results.

This paper is organized as follows. Section 2 introduces the model we consider and
states the asymptotic properties of the PLS factors. Our Monte Carlo simulation results
are reported in Section 3, while some results from a topical empirical study are reported in
Section 4. Some concluding remarks follow in Section 5. Proofs of the theorems and lemmas
are all given in Appendix.

Throughout this paper, we use the following notation. For an a x a symmetric matrix A,
An(A) denotes the bt largest eigenvalue of A; A(A | h'+1 : h”) denotes the diagonal matrix
of Mpy1(A), ..., A (A), where A/, h"” < a. The notation &,(A) stands for the a x 1 eigen-
vector of A corresponding to A,(A). We also use E(A|R +1: ") =[£,, 1 (A),....&§(A)].
For an a x b full-column rank matrix B, P(B) = B(B'B) !B’ and Q(B) =1, — P(B). For
an a X b matrix B (not necessarily a full-column rank matrix), the spectral and the Frobenius
norms of B are respectively denoted by ||B||, = [A\(B'B)]"/? and ||B||, = [trace(B'B)]Y/2 =
(X% _ \n(B'B)]Y/2. Finally, we denote “converges in probability” and “converges in distribu-

tion” by “—,” and “—,", respectively.

2 Model and Asymptotic Properties of PLS factors

2.1 Model and Some Preliminary Results

This subsection introduces the model for which we investigate the large-N and large-T
asymptotic properties of PLS factors. The model we consider is a forecasting model in
which N predictor variables are available for forecasting a single target variable. The model
consists of two parts. The first one is a factor model in which N predictor variables are
generated by K latent factors, and the second part is a forecasting model for a single target
variable. Stated formally:

vit = Flopy +ein = E}']:1f/(j)t¢(j)i + €it; (1)
Y1 = E‘]‘]:J,(j)t@(j) + U1 = FuB + e, (2)
where i (= 1, ... , N) indexes different predictor variables, ¢t (= 1, ... , T) indexes time,

F e 18 a k(j) x 1 random vector of latent factors, ¢;); is a k(j) x 1 vector of factor loadings
corresponding to f ;. fu = (Fliye - Fine)s @i = (Blayir - D) By is k(j) x 1 vector
of regression coefficients on f;,, B8 = (81),.-,B()’; the ei and u;yy are random noises,
and K = X7_ k(j). We later discuss how the factors in f, are sorted into the D different
groups, fiy, - > fpy- Without loss of generality, we assume that E(f,;) = Ok and
E(ei) = E(ui1) = 0, for all ¢ and ¢. For the cases in which f,, z; and y,.1 have non-zero
means, we can replace them in (1) and (2) respectively by their demeaned versions, f, — f.,
Ty — Z;, and y — g, where 7; = TS 2y, f. = T\ f., and § = T7'SL 9.1
Stacking the equations for individual predictors in (1) vertically, we have
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@y =X P f+es=Pf + e (3)

where ., = (11, ...,7n) and e; = (e, .., ent)’s Ry = (Pyys - Pyyn)s and & =
(®a), ..., ®rs)). The equations in (3) and (2) can be rewritten by the following two ma-
trix equations:

X =% F;®; +E=F® +E; (4)
y=Y_F;B, +u=FB+u, (5)

where X = (z.1,....z.1), F) = (f,-For)s F = (Fay,..Fupy), E = (ea,..er),
Yy = (Y2, ..., yr+1)’, and w is similarly defined. For the model given in (4) and (5), our interest
lies in forecasting yr. o using the data available up to time 74+ 1. We can forecast yr,o using
the PC or PLS factors. For heuristic discussions, we momentarily consider the model in (4)
and (5) under some preliminary assumptions that are unrealistically restrictive.

Preliminary Assumption (PA): (i) E = Opyy. (ii) The variable groups, f., and w1,
are mutually independent. (iii) The factor vectors f, are independently and identically dis-
tributed (iid) over time with Var(f ;) = o7y where of > 03 > ... > ¢5. (iv) The errors
ugy1 are iid with var(ugy1) = o2. (v) @ is a fixed matrix with ®'®/N = I.

Some remarks follow on PA. First, under (i), the predictors x;; do not have idiosyncratic
components. This assumption is made to find more clearly what the PC and PLS factors
estimate. Second, the assumptions (iii) and (v) are by no means too restrictive assump-
tions. Suppose that the true factor vector f, have an unrestrictive variance-covariance

matrix 3X* and the factor loading matrix ®*does not satisfy the assumption (v). Let
fo=FL(N1®®)/25* and & = &*(N1/2®'®)~1/22*, where

EF=E((N'®'®)’u (N '@'®)?1: K).

Then, we can easily see that ®f, = ®*f* and N~/2®'® = I,. That is, unrestricted
factors and factor loadings can be reparameterized so that they can satisfy conditions (iii)
and (v). Third and finally, for the factors having the same variances, it is not possible to
identify which factors among them are correlated with g,,, and which factors are not. Such
factors are identified only up to an orthogonal transformation.*

Under condition (v), the explanatory power of a factor in f, for individual predictor
variables x;; are on average proportional to the factor’s variance. In the literature, it is
often assumed that the individual factors in f, have distinctly different average explanatory
power for response variables (predictor variables in our case); for example, see Stock and
Watson (2002a), Bai (2003), and Kelly and Pruitt (2015). A novelty of our analysis is that
we allow some factors to have the same explanatory power. This generalization is important
to understand the asymptotic and finite-sample properties of PLS factors. The asymptotic
properties of the PC and PLS factors depend on two terms: $

X'X X'y

SNT:W7bNT:W' (6)

4This result is for the same reason that the eigenvectors corresponding to a repetitive eigenvalue of a
matrix are unique up to an orthogonal transformation.
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We scale down each term by NT and N'/2T, respectively, to facilitate our asymptotic analy-
sis. For the forecasting with the PC factors, we define the following. For an integer ¢ = 1, ...,

~ PC ) ) _
A, = (afc,...,af;c) =E(Snr|l: q);

Py, = XA,

1q)
~PC ~ s o PC,
51:(1 = (Plzq Pl:q> Pl:q Y;

~ PC ~PC
. pPC
Y1120 = C17T+1A 51.q

~ PC ~ PC
Here, A, is the N x ¢ matrix of the PC factor loadings, P, is a T X q matrix of the

first ¢ PC factors, Sff{ is the OLS estimator obtained by regressing y on F1 4> and yT+2|q
denotes the forecast for yr,, obtained by the first ¢ PC factors. Under PA, if both f
and B were observable, the best forecast for yryo is Y, o = flr 18 = 2}'7:1f/(j)T+15(j)- By
Bai and Ng (2006), the forecast §5.%,., that is obtained using the first K PC factors is a
consistent estimator of the best forecast y7 ,.

Alternatively, the PLS regression can be used to consistently estimate y7_ ,. For the
forecasting with PLS factors, we define the N x ¢ matrix of the PLS factor loadings by

~ PLS - - _
Al:q = (afLS7 ~--;CYqPLS) = (bNTa Snrbyr, .., (SNT)q 1bNT)7

which is of the form of a Krylov matrix. We also define the following:

prEs (pPLS ~PLS) X ATES.

1:q 9 7pq lq )

~PLS PLS, ~ PLS ~ PLS,

61:q = (P P > Pl:q Y;
~PLS ’ ~ PLS~PLS

Y1rio)1g = ‘D.T+1A1:q 51:q .

- PLS | ) <PLS . . .
Here, P, = is the T >< g matrix of the first ¢ PLS factors, d,., is the OLS estimator obtained

q
regressing y on P1 o and yfﬁ% is the the forecast for yr,» by using the first ¢ PLS factors.

The factors in Pl:q are different from the PLS factors that are sequentially generated
by the Nonlinear Iterative Partial Least Squares (NIPLS) algorithm. However, as Helland

(1988; 1990) has shown, the factor vectors in PiqLS span the same space as the factor vectors
generated by the NIPLS algorithm, and both factors produce the same forecasts. Thus, we

refer to the factors of form PiqLS as the PLS factors without distinguishing them from the
PLS factors generated by the NIPLS algorithm.

We investigate the asymptotic properties of PLS factors using P1 s because their asymp-
totic properties are much easier to analyze than those of the factors from the NIPLS algo-
rithm. However, we note that the PLS factors computed by the NIPLS algorithm are better
to use for actual data analysis. Krylov matrices are generally highly ill-conditioned matrices
and computation of them often generates numerical errors; see Dax (2017). Consequently,

the PLS factors computed by P LS

14 are more likely to contain serious numerical errors. The



PLS factors generated by the NIPLS algorithm are numerically more accurate. For this rea-
son, we use the NIPLS procedure for our simulation experiments and actual data analysis.
The NIPLS algorithm is described in Appendix A.

An important issue in using the PLS factors is how to find the optimal ¢ (say, ¢, ¢) for
forecasting yr4o. Helland (1990) finds that ¢}, ¢ could be smaller than the optimal number
of the PC factors for forecasting yr.». For an intuition on his result, let us consider the

~PC  APC ~PLS ~PLS i )
and & which are computed replacing by

4., A
l:ig > 1:g L:q >
and Syr by E(byr) and E(Snr), respectively. Let us denote them by Af:qc, 555, Af:qLS,

“population versions” of A 1 5

and 5555, respectively. Under PA, we can easily find that

L 7 o Loy o
E(byr) = N1/2 2j105 2By E (Swr) = Nzy‘:l%‘pm -
With these, we can easily show
APC = E(B(Syp)|1: K) = N~'/2®;
P =XA" = N'?F;
8% = [B(PIS'PIR)] " E(PIS'y) = NV [E(TF'F) 'E(T ' Fly) = N™'/2B;
nghx = PC,CE.T-H = Nl/Qf.TH-

By these results, the forecast for yr o obtained by using the population-versions of the first
K PC factors can be shown to equal the optimal forecast 7,00 yriox = Proyxdie =
fliri1B = Yo The optimal number of the PC factors for forecasting yryo is K (the total
number of the common factors in f,).

We now consider the population version of the PLS regression using the first J PLS
factors. Let

o2 gt .. o

* =% 0'2 0'4 O'2J
G, = (F(l)ﬁ(m e F(J)B(J)); D, = :2 ? 2

o2 obf .. ¥

Observe that Dj is a square Vandermonde matrix which is invertible because all of the 0]2
are distinct. Under PA,

a5 = [E(Snr)]" 'E(byr) = N7V 10719 ) B );
AT = (o™, et = N7V (@) B, ooy R(0)B(s)) Do(R);
PFLS = X APLS = N'2G:D;,.
It can be also shown that
o1 = [E(PL7 PLF) E(PLSy) = N-V2[Dg] "1,

where 1; is the J x 1 vector of ones. With these results, we can show that the forecast for
yr+2 with the population versions of the first J PLS factors is

s _ PLS sPLS *
?/]TDJEQ\J = w{T-&-lAl:J 0.7 = Zj:lf/(j)/g(j) = Yr+2-
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The optimal number of the PLS factors for forecasting yr.o is J, which is the number of
the distinct factor variances, unless some of the 3;) are zero vectors or scalar. Thus, unless
all the factors in f, have distinct variances, the forecasting by the PLS method requires
a smaller number of factors than the forecasting by the PC method. For an extreme case
where all factor variances are the same, using the first PLS factor is sufficient for estimate
the optimal forecast.

Even for more general cases in which the predictor variables z;; contain idiosyncratic
components, the results obtained under PA asymptotically hold if the error groups {u;1}
and {e; } are independent. Kelly and Pruitt (2015) consider the asymptotic properties of the
PLS factors under this assumption and two additional assumptions: all factor variances are
distinct (k(j) = 1for all j =1, ... , J) and some of the factors f ;) are uncorrelated with
Yer1 (i-e., By = Op(j)x1 for some j). Under these assumptions, the asymptotically optimal
number of the PLS factors for forecasting yr2 equals the number of the factor vectors f
that are correlated with ;.

Our study has two novelties compared to Kelly and Pruitt (2015). The first is that
we allow some factors to have the same variances. The second is that we investigate the
properties of the forecasting results obtained using more than the optimal number of PLS
factors used. Groen and Kapetanio (2016) consider an alternative model in which the pre-
dictor variables x;; are directly correlated with y,,1, not indirectly through the latent factors
f.- Specifically, they consider a model that consists of equation (4) and a forecast model
Y1 = 8" + w1, where 3% is an N X 1 coefficient vector. For this case, 95,5 = flr.18
is no longer optimal forecast even if both f ., and 8 are known. With some restrictive
assumptions on E and 8%, Groen and Kapetanio (2016) show that the PLS regression could
generate more accurate forecasting results than the PC regression. For the model given in
equations (4) and (5), their finding suggests that the PLS regression could be a powerful
forecasting method, particularly when the idiosyncratic components of z;; (e;) are corre-
lated with y;,1. For our asymptotic analysis we do not consider such cases. However, it is
interesting that idiosyncratic components of some predictors are correlated with y;.1, so we
consider some of such cases in our simulation experiments.

2.2 Assumptions

In this subsection, we make formal assumptions for our asymptotic analysis and state the
main results. Let m = min{N,T}; M = max{N,T}; and let n denote a generic positive
constant. All of the asymptotic assumptions are made for the cases in which as m — oc.

Assumption 1 (A.1): (i) The variable sets, {f.}, {®,}, {ex}, and {u;11} are mutually
independent, while the variables within each group could be correlated. (ii) The variables in
the 4 groups have finite moments at least up to the 4th order. (iii) E(f,) = Oxx1, E(ei) =0,
and E(uyy1) = 0, for all ¢ and ¢.

Assumption 2 (A.2): For j, 7/ =1, ..., J and j # 7/, T‘lF’(j)F(j) —p 0215 and
T='F; F(jy —p Orjyxr(y, Where of > 03 > .. > 07 > 0, ks(j) = Xj_ k(h), and K =
ks(J). That is, Qp = T\ F'F —, Qp = diag(ciLya), ..., o5 Ii)).

Assumption 3 (A.3): Forj, 7/ =1,...,J and # 7, N_li)zj)q)(j) —7p Ik(j); N_ICI)/(j)(I)(j,)



—p O(jyxk(n- That is, Qg = N71®'® —, I.

Assumption 4 (A.4): For some real number v € (0,1/2], T (Qp — Qp) —¢ W and
NY'(Qg — Ix) —q We, where W and W are some matrices of real or rational random
variables.

Assumption 5 (A.5): (i) For all t and N, E (N~ 'el,e) <n. (ii) M{(E'E/M) = O,(1).
(iii) There exists an increasing integer function of m, m., such that 0 < lim,, o m./m <1
and \,,. (E'E/M) > n+ o0,(1).

Assumption 6 (A.6): E (HT*Z;‘F:lf-teit
all ¢, t, N and T, .

2
) <nand B (N8N 6 e

2
2) < n for

Assumption 7 (A.7): (i) M(E(uu’)) < n for all T. (ii) (HT V2F ulf, > < n and
E (H(NT)*VQE’uH;) < pforall N and T. (iii) 62 = w'u/T —sq 02 € (0,00).

Assumption 8 (A.8): B;) = O)x1 for j=R+1, ..., J,

Some comments follow on (A.1)- (A.8). The part (i) of (A.1) rules out the possibility that
the idiosyncratic errors in the x; are correlated with the error term in the target variable
Yir1- The predictor variables x;; are correlated with the target variable y;,; only through
the factors f,. Some of the assumptions of independence among the variable groups could
be relaxed for our asymptotic analysis. For example, we may allow some weak dependence
between { f,} and {e;} as long as (A.6) holds. As discussed in the previous subsection, the
zero-mean assumption on the f, in 2.2 is made to save notation.

Assumptions (A.2) and (A.3) are the normalization restrictions that are frequently used
for factor model; see, for example, Stock and Watson(2002a). As discussed in the previous
subsection, the assumptions are not restrictive ones. Onatski (2012) have considered the
factor models with an alternative assumption of ®'® = Iy instead of (A.3). He refers
as “weak” factors to those whose factor loadings satisfy this alternative assumption and as
“strong” factors to those whose factor loadings satisfy (A.3). In this paper we only consider
strong factors, leaving up the analysis of the cases with weak factors to a future study.

(A.4) implies that QF and Q@ are T7-consistent and N7-consistent estimators of Qg
and Qg, respectively, while the elements in Qp and Qs need not be normal. Tt would be
reasonable to assume that v = 0.5 for (A.4). In fact, restricting v to be 0.5 does not alter our
main asymptotic results. However, using ~ instead of 0.5, we can observe what parts of our
asymptotic results are affected by (A.4). Under (A.4), the eigenvalues of Qp and Qg could
be also T7-consistent and N7-consistent for the eigenvalues of 2 and (g, respectively. For
example, Anderson (1963) has shown that the eigenvalues of Qp are T'/2-consistent if the fa
are 7¢d multivariate normal vectors, In fact, the eigenvalues of Qp areT2-consistent even if
the f, are not normal; see Fang and Krishnaiah (1982). It is too restrictive to assume that
{f..} is an did process. Taniguchi and Krishnaiah (1987) have shown that the eigenvalues of
Qp are T'/?-consistent if { f_,} is a Gaussian stationary process. More general results related
to the asymptotic distributions of the eigenvalues of sample variance matrices can be found
from Eaton and Tyler (1991).



The parts (i) and (ii) of (A.5) can hold even if the idiosyncratic errors e; are cross-
sectionally and/or serially correlated. Some sufficient conditions for (ii) can be found from
Ahn and Horenstein (2013) and Moon and Weidner (2015). Roughly speaking, the parts (i)
and (ii) hold unless too strong cross sectional or serial correlations exist among the errors
e {it} as in the cases in which the errors contain some common factors. The part (iii) of
(A.5) means that an asymptotically non-negligible number of the eigenvalues of M 'E'E
are bounded away from zero as m — co. The condition holds unless the common factors f.,
can explain most of the predictors perfectly; see Ahn and Horenstein (2013). Under (iii) of
(A.5), S M((NT)*E'E) > (m./m)(c+ 0,(1)) > 0.

Sufficient conditions for (A.6) are the following: As N — oo for each t and as T" — oo,
for each i,

N=25N ey —va N(Ogx1, To); (7)
T71/223;1 f.teit —d N(OK, Fz) (8)

where T'; = limp o TS, 20 B(f, flyenei) and Ty = limy oo N7'SN SN E(p, @l enein).
Assuming (8), Bai (2003) and have derived the asymptotic distributions of the principcom-
ponent factors and factor loadings. Imagine that the factor loading matrix ® is observable.
For such cases, the factor vector f, can be consistently estimated by the OLS regression of

x4 on ®. The conditions (A.2) and (7) are the sufficient conditions under which the resulting
OLS estimators are asymptotically normal. Similarly, for the cases in which the latent factor
matrix F' is observable, the conditions (A.2) and (8) are the sufficient conditions under which
the OLS estimators of ¢, obtained by regressing x,, = (z;1, ..., z;7)" on F are all consistent
and asymptotically normal.

In fact, (A.6) is stronger than what is needed for our asymptotic result. The weaker con-
ditions that are sufficient for our results are ||(NT)™V2F'E||, = O,(1), |(NT)/*®'E|| =
O,(1), and ||[(NT)~'2®'E'F|| = O,(1). It is shown in Appendix (Lemma C.3) that these
conditions hold under (A.1) and (A.6). Part (i) of (A.7) holds if the error terms w1 are not
too strongly autocorrelated. Under (A.7) and (A.8), the optimal forecast for yr o is y7,o =
S FljyraB)- Strictly speaking, y7.,, is not optimal unless E(u 1|z, w1, ..., u1) = 0 and
E(u} 1 |u, ..., u1) = o2. However, for expository convenience, we refer to y;.,, as the optimal
forecast.

(A.8) assumes that only the factors with larger variances are correlated with the target
variable y;,1, and that the other factors with smaller variances have no forecasting power.
This assumption is just for expository convenience. The condition we need for our analytical
results is that R groups of the factors are correlated with the target variable, while the other
J — R groups are not. Kelly and Pruitt (2015) have considered the cases in which k(j) =1
forall j =1, ..., R (i.e., the first R strongest factors have distinct asymptotic variances).
Similar to (iii) of PA in the previous subsection, (A.8) allows some factors to have the same
asymptotic variances. For each j < R, not all factors in f;), need to be correlated with
yr+1. Only a proper subset of the factors may be correlated with ;.

2.3 Spurious Correlation between PLS Factors and Target Variable

One problem in using the PLS factors for forecasting is that if more than the first R PLS
factors are used, the added PLS factors could be spuriously correlated with the target vari-



able: they have in-sample explanatory power for the target variable, while they deteriorate
the forecasting power of the regression with them.

To see why, we here consider an extreme case in which no common factors exist in the
predictor variables z;; so that K = J = 0 and X = E. For this case, the predictor variables
x; have no power to forecast y;,1. Nonetheless, the first PLS factor is positively correlated
with the target variable even asymptotically. Observe that

PLS _ 1 E'u 1311%5 1 E y/prS L,
o) 1/2 172 /2 — 71/2 172 €L 121 — T CLCL
T T2 (NT)V2 (NT)2 T2 (NT)V NI2T T
wherel|leL|, = [[(NT)"V2E'u||, = O,(1) by (A.7). In addition,
pp -

k * ok 1 k
NT = TmcL’AL c; < m)\ c;'c; < T —\jcer

where 25 = E(E'E/M|1: N), A} = (E’E/M|1 N), ¢t = :*L’CL, A= M(E'E/M), and
the last inequality is by the fact that ¢}'c; = ¢, P(E})cr < ¢ cr. Then, the R? from the
regression of y on p! LS vields

yP(p PLS)?J/T _m1 (C,LCL)Q > m 1 crer

R? = = >0
PLS1 = y'y/T T é62c;/Nics = T 62 X

where A} > 0 by (A.5). If m/T — 0, that is, if T is dominantly larger than N, then,
Rpps1 —p 0. However, if m/T = O(1), that is, if neither of 7" and N is dominantly larger
than the other, R% 15,1 18 asymptotically positive because cjc;, and A} are positive by (A.5)
and (A.7). This indicates that the PLS factor p2'*° and the target vector y are “spuriously”
correlated unless T' is dominantly larger than N.

The spurious correlation problem may also produce poor forecasting outcome. Notice
that

575 _ pr"'y/(NT)  crer/(TNY?)  m e
11 = i)fLS/ fLS/(NT) - CE'AZCE/(TW) T ON1/2 CEIAECE‘

Thus, we have
1/2 / / /
pLS(sPLS m cicr, e Eu

yT+2\1 = wT+1a T2 ¢i'Ase; N2 M2

Using the fact that €/, FE'u is a scalar and (A.5) and (A.7), we can also obtain

erE'u 2
E( Nz, | = O
because
e  Eul e 2N E |?
El||=—| |E, er L |E(ua)||, = O,(1).
( N1/2)\f1/2 ) N1/2 M1/2 ) 2 p

These results indicate that ‘gjﬁfil — Yhio| = )y,if%l’ = 0,((m/T)"?), where y} , = 0.

Thus, if N/T — 0, then,

~PLS

— Ypio| —p 0asm — oo. In contrast, when m/T" = O(1) > 0

10



(that is, when m = T or when neither of N and T is dominantly larger than the other),

~PLS . . .
Yrion is not a consistent estimator of y7._,.

While this example is a special case in which K = 0 and the first PLS factor is used for
the prediction of yr o, it suggests that in general, the forecast for yr,o obtained using more
than R PLS factors may have poor asymptotic and finite-sample properties.

2.4 Main Results

This subsection reports our main asymptotic results. All of the results hold as N,T — oo
jointly. We need some notation to state our results. Set ks(0) = 0. For j = 1,...,J, we
define

AYT = A(Snrlks(j — 1) +1: ks(j));
EONT = B(Snrlks(j — 1) + 11 ks(j);

SNT !—|SNT/
coNT = b
() () “NT

Here, AESJ.])VT is a diagonal matrix whose diagonal entries are the eigenvalues of Sy which
converge to ajz, the j-th largest largest asymptotic factor variance. The matrix E(SJI)V T is the

matrix of the eigenvectors corresponding to the eigenvalues in A(S]])V T,
Similarly, we also define

ASNT = A(Syp|K +1:m); ENT =E(Syp|K +1:m); ;N =BV by,

The matrix AfNT is a diagonal matrix that contains the rest of the eigenvalues of Sy

other than the first K largest ones. The matrix :.f "is the matrix of the eigenvectors
corresponding to the eigenvalues in A NT A technical point is worth noting related to _S T
and ASNT. When N > T, for all integers h > T, \y(Sn7) = 0, which in turn 1mp11es
(NT)*1/2X€h(SNT) = Oryx;. For this result, we can have

E(Snp|K +1: N)[A(Syr|K +1: NI 'E(Syp|K +1: N) = ZINT(ASNT )i 1ednT

for both cases with N > T and T"> N.
With the above notation and result, we can show that

545LS = (Sno)? tonr = X7, E(I)V (A(S]])VT)q ' (SJJ)VT + ”SNT(AfNT)qflchT- (9)

Thus, the asymptotic property of the g—th PLS coefficient vector dg)LS depends on those of
the eigenvalues and eigenvectors of the matrix Syr, the vector by, and the vectors céJ)VT

and ch T, The asymptotic properties of these terms are given in the following Lemma.

Lemma 2.4.1: Under (A.1) — (A.8), the following holds.

(i) M(Snr) =02+ 0,(m™7), for h =ks(j —1)+1,...ks(j) and j =1,..., J.
(i)  M(Sn7)=O,(m™ '), for h=K+1,K+2,....,m.

(iif)  [[owr — 2 oFNT2@() B ||, = Op(T 7).

11



For each j = 1,..., R, there exists some orthonormal matrix O7; such that

(iv) Hazsw - N22,05,

=0y(m™7), for j=1,....J;
F

H SNt _ O 152

||, = Oplm™), for j=1,.... R.
Forj=R+1,..,J,

= Op(m™7).

2

: SN
(69) e

Let Hyp = (NT) 122N Q(®)E Q( )and F = F 4+ E®(®'®)". Let ryp be an m x 1
random vector with E (||rnrl|,) = O,(1) which is independent of w. Then,

(i) [T~ T Hyral, = Oy~
(i) ([T B, = 0,77

(ix) HT—1/271’]\,TH]\,Tu||2 = 0,((Tm)~1/2).

Some remarks follow on (vii) — (ix) of Lemma 2.4.1. First, (vii) and (viii) of Lemma 2.4.1
imply that HCSNT |, = Op(T~1% + m™3/2). Second, the convergency speed of ¢V depends
on the term 7~'/?H yru, which is a function of the error terms in E and w. As it turns out
later, the term T~ Y/2H yru is the major source of the spurious correlation problem discussed
in the previous subsection. While individual error terms in e,; are uncorrelated with the error
Us11, linear combinations of the IV error terms in e.; could appear to be spuriously correlated
with wsr; when N is large. An intuition on this result is that for a regression estimation,
using more regressors for a dependent variable increases the R-square measure even if the
regressors have no explanatory power.

We now consider the properties of the PLS coefficient vectors 5LS. In order to make
our asymptotic analysis easier, we need to modify equation . Define

Snr _ \SN~T .
H; >‘k5j 1+1,for J=1,..,R,

do(q) = ((uy™")* 1,(M§NT)q 1:---,(/!“;”)"*1)’;
Dy(q) = (do(1),do(2), ..., do(q))-

ASNT
ksg D410 0 Mks(h)”

Notice also that Dy(q) is a Vandermonde matrix. By construction, Dy(R) is a square matrix
which is invertible because the /LSNT (j = 1,..., R) are all distinct even asymptotically. By

Notice that y; SNT ig the largest one in the jth group of the eigenvalues, AN

Lemma 2.4.1, ,quT —p U] as m — oo.
With the terms defined above, we can easily show that

al’® =Vodo(q) + vui(q) + vua(q) +vi(q),

12



where

=Sn1 .S =SnT .S
Vo= (E )" ERer’)

vl q) = Elea»S’NT (ASNT)(] 1 (AS,N;)qfl Céj)\]T;
) =

=S S S
VH2\q E}] R+1‘—'(JNT<A NT)q IC(]J)VT7
v(q) = :fNT(AfNT)q 1:§NT/bNT — ’_‘fNT(ASNT)q 1 SNT

where AE?)VT = 1 ONT (). Thus,

APLS =VoDo(q) + Viui(q) + Vim(q) +Vi(q) (10)

where Vg1(q) = (v (1), ...,vm1(q)), and Vga(q) and Vi (q) are defined similarly.

. .5 ~ PLS . . .
The asymptotic property of each term in af>5 and A, " is stated in the following lemma

and corollary. It is shown that V' is the asymptotlcally domlnant term in aP LS,

Lemma 2.4.2: Define

Oyr = N"2[@0)84), ®2)B): - ®r)Bn);
Y= dzag(al,ag,...,aR).

Under (A.1) - (A.8), the following holds.
(i) Vo —TnrZelly = Op(m™);
(i) Nvai(@lly, = Op(m™); [[vm2(q)ll, = Op(m™);
(i) Nvr(@)lly = Op (m™ (T2 +m=/2)).

Corollary 2.4.2: Under (A.1) — (A.8),
i)  \VoDo(q) — OyrXrDo(q)| p = Op(m™);

(i) [NVm(9)llp = Op(m™); [[Vu2(g)ll o = Op(m™);
(i) [1Ve(@)llp = Op (T72 +m™?)

Lemma 2.4.2 and Corollary 2.4.2 imply our first main result. Stated formally:

Theorem 1: Define g7y = (f(1) 7180 - Flryr1Bw)- Under (A1) — (A.8), for
g=1, ... R,

PLS

() | Ar” - MarSeDoo)]|, = 0u(m™)

PLS,

(ii) HN 1/2A "1 — DU(Q)/ERQTHHF = O,(m™7).

13



~ PLS
The first part of Theorem 1 implies that A}, and TIy7XrDy(q) span the same linear
space asymptotically. When ¢ = R, the matrix Dy(R) is invertible as we discussed above.
~'PLS .
Thus, A,.; and IIyr span the same space asymptotically. When ¢ = R, the second part

of Theorem 1 implies that |13X 5! [Do(R)' ] N~ 1/2APLS T — y§+2‘: Op(m~7), because

Yrro = LVrGri1-
We now consider the asymptotic properties of the PLS factors. Define

Go = (NT)? X V;

g (q) = (NT) V2 Xvpg1(q); guala) = (NT) V2 Xv(q)
g.(q) = (NT)"*Xw,(q)

With this notation, we have

(NT) 1/2 PLS (NT) 1/2X545LS = Godo(Q) + 9H1(Q) + QHQ(Q> + QL(Q) (11)
Because gy,(q) = ’P(Go)ng(q) + Q(Go)g 1 (q), equation eq:plsfq is equivalent to

(NT)"'2pPES = (NT) V2 X &l = Godo(q) + 9%(q) + 91.(q),

where

do(q) = do(q) + (G, Go) ' Gig i (q);
9%(q) = (2(G0)gw1(q), gu2(q))-

By eq:plstq, we also have

(NT)"2P|"" = GoDo(q) + G%(q) + G(q), (12)

where

bo(Q) = (&0(1)7 2T ElO(Q)) = DO(Q) + (GBGO)_IGBGm(Q);
G (q) = Q(Go)Gui(q) + Gua(q),

and G(q) is similarly defined.

Two remarks follow on equation eq: PLSFQ. First, by construction, the matrices Gy,
G4, and G, are mutually orthogonal. This structure facilitates our asymptotic analysis.
Second, we merge Q(Go)Gpu1(q) and Gpa(q) into G%;(q) because the Frobenius norms of
the two matrices are both O,(m™7).

Consider the case in which R = K; that is, all of the factors f., have distinct asymptotic
variances and are correlated with the target variable yr.o. For the case, G4 (q) = Orx, and
Gng(q) = G¢Dy(q). Thus, the asymptotic property of PiqLS depends on G¢Dy(q) and
G (q). In contrast, when R < K, that is, when k(j) > 1 for some j =1, ..., Rand/or R < J,

) -~ PLS
the asymptotic property of P, also depends on G'%(q).

The asymptotic properties of the terms that appear in the PLS factors are stated in the

following lemma and corollary.

Lemma 2.4.3: Under (A.1) - (A.8), the following holds for ¢ > 1.
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@) |Go =T V2(FwBa) - FmBiay) Zal . = Op(m™);
i) |7 '*Y'Go— (B1)Bays -+ BimBr) Bk, = Op(m™);
(i) g5 (D)ll, = Op(m™); lgL(a)]l, = Op (m= (T2 4 m=3/%));
(iv) || dolq) — doq)

V) |77y g5 (a)|], = Op(m™); || T2y g, ()], = Op (m= @D (=12 4 m=3/2)2).

= Op(m™);

2

Corollary 2.4.3: Under (A.1) — (A.8), the following holds for ¢ > 1.
0 NGLW@Ip = O0p(m™); IGL(@)l = Op(m™2(T12 +m™=/2));
| Do) = Dofa)]| = Op(m~);

(i) 72y (@), = Oulm™>); [Ty Gula)l], = Op (172 4+ m=2/2)2)

[P (@l

Lemma 2.4.3 and Corollary 2.4.3 indicate that the asymptotically dominant term in PPLS

is Go. For ¢ < R, the asymptotic properties of the ¢ PLS factors in Pl:R are determined
by GoDy(q). Thus, we can obtain the following results.

Lemma 2.4.4: Assume that (A.1) — (A.8) hold. When R < K,

. PLS, =~ PLS - , - _
() |[(VT) P PR — Do(RIGHGoDo(R) | = O,(m™);

F

(i) |[NTPLy — Do(RYT Gy = 0,m %),

When R = K,
(ii) H(NT) 1p ST DO(R)GBGODO(R)HF = 0, (m Y (T~V? + m~¥/2)?);
PLS

(iv) HN 2r=1p 'y — DO(R)/T—1/2G/OyH2 = 0, (T2 4+ m™3/2)?) |

With Lemma 2.4.4, we can obtain our second main result:

Theorem 2: Under (A.1) - (A.8),

PLS

HNl/ZJ [DO(R)]ilz;EllR‘L — 0,(m):

= Op(m™);

*
(i) H3/T+2\R Yr+2||,
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~ PLS
(iii) R2,= vP(Pra v N o B L Ladestadt
1:R — y'y P max — E?:la?ﬁzj)ﬁ(]’)-i-U% .

Two remarks on Theorem 2 follow. First, the theorem indicates that the forecast for
Y712 obtained using the first R PLS factors, ng’ﬁfzﬁ R 18 a consistent estimator of the optimal
forecast, y;., — Ef;lf'(j)THﬁ(j). We can show that the forecast by a fewer number of PLS
factor is not consistent for 7, ,. Thus, the minimum number of the PLS factors that can
produce a consistent estimator of y7.,, is R, the number of distinct asymptotic variances
of the common factors in f, that are correlated y;;. For example, if all the factors have
the same asymptotic variances, then the first PLS factor is sufficient to produce a consistent
estimator of y7,,. Given this finding, we from now on refer to the R factors as “informative”
PLS factors.

Second, in (iii) of Theorem 2, R2  is the probability limit of the in-sample R? from the
regression of y on the ks(R) unobservable common factors in Fyy, ... , F(g). Interestingly,
the result in (iii) of Theorem 2 indicates that the in-sample fit of the regression of y on R
PLS factors is as good as that of the regression of y on ks(R) relevant latent factors.

We now consider the forecasting with more than R PLS factors. Specifically, we consider
the cases in which the first (R + 1) PLS factors are used. Observe that

~ PLS = PLS ~ PLS. . prg

P(Pi.pi1) =P(Prr )+ P(Q(Pi.r )PriT)-

This implies that the asymptotic properties of the forecast by the first (R + 1) PLS factors
depend on P(Piés) and Q(Piés)fngﬁ. More specifically, the asymptotic property of

gj{ﬁiiRH depends on the following three terms:

P *’PLS,’”PLS _1"PLS/~PLS
0 = (P1:R P,y ) P g DPrits

B - PLS. _
Vint = pgﬁ/Q(PLR )pgi‘f/(NT);

- ~ PLS
Vonr = PR’ Q(Pry )y/(NV2T).

The following Lemma states the asymptotic properties of Vi yr and Vo n7:
Lemma 2.4.5: Assume that (A.1) - (A.8) hold. When R < K,

(i) |6~ (Do(B)] (R + 1)) = Opfm~);

(i)  Vinr = Op(m™); o nr = Op(m™).
When R = K,

(ii) |6 — [Do(R)] ' do(R+ 1)|| | = O, (m~ (T2 4 m~3/2)2);

(iv) VNt =0, (m_l(T_l/2 + m_3/2)2); Vonr = O, ((T‘1/2 + m_3/2)2).

16



Some remarks on Lemma 2.4.5 follow. The R? from the regression of y on the first (R+1)
PLS factors Pifj depends on both Y vy and YV, yr because

~ PLS ~ PLS ~ PLS., . pLg ~ PLS

y/P(P1:R+1)y - yP(Pr )y X yYP(Q(P,.p )PR+1)y . yP(Pr )y 4 (3}2,NT)2

T T T T VinT

When R < K, m*Y; yv and m*'Y, yr are positive random variables. Consequently,
(Vont)?/VinT = Op(m™27) = 0,(1). Thus, using the (R + 1)-th PLS factor additionally
does not change the asymptotic goodness of fit of the PLS regression. In contrast, when
R=K,

(Vo) Vinr = Op (m(T~2 + m™3%)%) = Oy(m/T).

If m/T — 0 as m — oo, then (Vanr)?/VinT = 0,(1). Thus, once again, the asymptotic
goodness of fit of the PLS regression is unaltered when the (R + 1)-th PLS factor is added.
However, if m/T = O(1) > 0, the ratio (Vs n7)?/V1.nT becomes a positive O,(1) variable,
so that R}.p,, = R2,. + O,(1) > RZ ..

In short, when R = K and T is not dominantly larger than /N, use of the fygﬁ in addition
to Piés makes the part of the PLS factors spuriously correlated with the target variable

asymptotically important. We state this result formally:

Theorem 3: Assume that (A.1) — (A.8) hold. When R = K and N/T = O(1) > 0,

. B - pLS
©)  TYP(Prpa)y = S0 8(38() + 10,(1)] > TiL,078,)8).

When R < K, or when R = K and N/T — 0,

. _ ~ PLS
(i) T ly,’P(PlzR—&-l)y —p Zf:lafﬁ/(j)ﬁ(j)-

Theorem 3 is for the cases in which the (R + 1)-th PLS factor is additionally used. In
fact, it could be shown that the PLS regressions using at least the first R and up to K’ PLS
factors produce asymptotically the same R?, R2 . In contrast, use of more than K PLS
factors may trigger the spurious correlation problem. However, this asymptotic result does
not necessarily imply that using K PLS factors is a safe bet in case in which R is unknown.
Our simulation results reported in section 1.3 indicates that use of more than $R$ PLS
factors often increases in-sample R? sharply while producing poor forecasting results.

Finally, we investigate the performance of the forecast for yr,o obtained by using the

first (R + 1) PLS factors. By the inversion rule for partitioned matrix, we can show

= . ~PLS' ~PLS \—! .~ PLSI
N1/261:R+1 = ((NT) 1P1:R+1P1:R+1> N 1/2T 1P1:R+1y

~PLSI ~PLS ~PLS/ -1 ~ PLS/
(P, P, P,; potd ot [P
1 : ; ; 1/2—1 .
= |V DAl TR TR ) N Y
Pri1 Yy

Pri1 £'1.r  Ppgrt1 PRt

1/23 0
:(N 051;R)_(_91 )yNTa
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where Vyr = Vi n1/YVonr. Using this result and Lemmas 2.4.5, we can obtain our final
main result.

Theorem 4: Under (A.1) - (A.8), the following holds.

(i) ?]]TDJLrg\R — Yo

= 0,(m™),if R < K.

(i) 35555 = e = 0p(1), if R = K and N/T = o(1)8;

(i) ||gFES ey — y;+2H = 0,(1), if R = K and either N > T or N/T = O(1) > 0.

<PLS
Some remarks follow on Theorem 4. First, the asymptotic property of d,.5,, (the OLS

. ) ~ PLS
estimator from the regression of y on Pl:R+1) depends on Yyr. When R < K, both mz”*yl,NT

~PLS
and m*'), yr are positive O,(1) variables and Yyr = O,(1). For this case, Nlﬂéiéﬂ is

asymptotically a random variable. In addition, it can be shown that m™ (5755 51 — Yiyo)

depends on YVyr, whose mean is not zero. That is, the forecast ?ﬁfi R4 18 an asymptotically
biased estimator of the y7., ,. This result suggests that the finite-sample property of gﬁ;RH
may not be as good as that of gjgfiR, even if R < K.

Second, while not shown here, it could be shown that part (i) of Theorem 4 holds for the
regression with more than R PLS factors and up to K PLS factors. Given that these factors
do not contribute to improve the accuracy of the PLS forecasting, we from now on refer to
them as “uninformative” PLS factors.

Third, when R = K, the PLS forecast g;ﬁ%RH is expected to have poor finite-sample
properties if N > T and/or N/T = O(1). The parts of the PLS factors that are spuriously
correlated with the target variable is no longer asymptotically negligible, and they hurt the
accuracy of the PLS forecast. This result does not necessarily imply that when R < K,
use of more than K PLS factors must produce an inconsistent estimator of y7_,. However,
as shown in the next section, the regressions with more than K PLS factors almost always
produce poor forecasting results unless 7" is dominantly larger than N or the variance of the
error term in the target variable is small (that is, the common factors in predictor variables
have strong forecasting power for the target variable). For this reason, we refer to the factors
other than the first K factors as “spurious” PLS factors.

In the next section, we consider the finite sample properties of the “informative,” the
“uninformative,” and the “spurious” PLS factors.

3 Simulation Results

In this section, we report our simulation results. Our simulation setups are designed to
investigate the following. First, we examine how the finite-sample in-sample and out-of-
sample performances of the PLS regression changes as the number of PLS factors used
increases to the asymptotically optimal number (R), and as the more than the optimal
number of PLS factors is used. Second, we compare the performances of the forecasts
produced by the regressions with PLS factors, principal component (PC) factors, and all

18



of predictor variables. Third, we examine whether the actual number of PLS factors that
maximizes forecasting power in finite sample is close to the asymptotically optimal number
(R) of PLS factors that our asymptotic analysis suggests. Fourth, we consider in-sample
and out-of-sample performances of the R informative, the (K—R) uninformative, and the
spurious PLS factors.

3.1 Simulation Setup

We simulate data following Kelly and Pruitt (2015) and Stock and Watson(2002a). Specifi-
cally, we generate data with the following equations:

Yt+1 = agl/2(2hK:1f;tBZ) + (1= ay)l/QutH;
Ty = aglz/z(z}lfﬂf;@hi) + (1 - ax)l/ze;;
Jhe = Prlni—1 T Whis

* * ~ o~ 2
€it = Pe€ip_1 T €Cit; Cit = (1+ p2)eiv1e + pel€in + €ivar)

where the w1 (t=2,.....T+2),e4 (i=1,... NN+ 1,N+2), and ¢p; (h=1,...,K,i =
1,...,N) are all random draws from N(0,1).

All of the factors fy, are generated with the same AR(1) coefficient p;. The initial values
of the K factors f;, (h = 1,...., K) are zeros, while the error terms wy,; are independently
and identically drawn from N(0, (1 — pfc)vh). Under this setup, var(fn:) ~ v, for most of
different ¢.

All the idiosyncratic error components in z;, e}, are generated with the same AR(1)
coefficient p.. The initial values of the g,y are independently drawn from N(0,1). The
idiosyncratic components e}, are cross-sectionally correlated. We control the degree of cross-
section correlations by changing the value of the parameter p.. The value of 3} equals one
(zero) if the corresponding factor f;, is correlated (uncorrelated) with the target variable
Yt+1-

After we generate the sum of the common components in z;; (K| f7,én:), the part of
Y1 explained by the common factors (X5, fr 35), and the idiosyncratic error components
in x; (e},), we normalize them such that they have unit variances. By this normalization, we
can use the two parameters a, and a, to control for the explanatory power of the common
factors f7, = (ff;, ..., f5;) for the predictors z; and the target variable y,, 1, respectively.
Notice that the parameter a, equals the probability limit of the average R? from individual
regressions of z;; on the common factors f7, while a, equals the probability limit of the R?
from the regression of y,11 on f7,.

We use Q% to denote Var(f7,) = diag (v, ...,vx). The variables with superscripted star,
I, €l Bp and QF are not the same as the variables, fi:, €, fn, and Qp, that are used in
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section 1.2. However, they are related roughly as follows:

fua o a2 i )\ Jvar (S fiom):

eir ~ (1 — ax)ei‘t/\/m;

By~ Bt // V(S fin),

a*/var(Sf, £, 67)
dz Q.

F= "
var(Sj_y fiy@ni)

For each set of the parameter values chosen (T, N, K, Qp, a,, a,, pf, pe, and p.), we
generate 1,000 different samples. Each sample contains (7" + 1) observations. The first T
observations are used to estimate the parameters that are needed to forecast yr,o. The PLS
factors are computed by the NIPLS algorithm introduced in Appendix A. The last observa-
tion is used to compute the forecasting errors by different forecasts. Using the forecasting
errors from the 1,000 samples, we compute the following out-of-sample R? of a forecast, §j7o:

Q

1000, [s] Als] \2
R =1- =1 Wri2 — Urio)

S1000(yl, — glely2

where gt/ = 7157 4 and s indexes simulated samples. The second term of R is a
ratio of the mean square error (MSE) of the forecast and the MSE of the target variable’s
historical mean. When the forecast is more accurate than the historical mean, the out-of-
sample R% ¢ must be a positive number. In contrast, when the historical mean outperforms,
the measure becomes negative. The R? ¢ measure is also used in Kelly and Pruitt (2015).

Our benchmark case is the case in which data are generated with N =T = 100, 8" =
(B, 55,85, 81), Q = diag(3,3,5,5), a, = 0.2, a, = 0.7, and py = p. = p. = 0.5. Under
this setup, the asymptotically optimal number of PLS factors for forecasting (R) equals two,
because there are two groups of factors the same variance (the factors whose asymptotic
variances equal to 3 and the factors whose asymptotic variances equal to 5) and at least one
factor from each of the two groups is correlated with the target variable. This is the case in
which R = 2 < K = 4 in the notation used in section 1.2. That is, there are two informative
and two uninformative PLS factors. The rest of the PLS factors are spurious factors.

3.2 Simulation Results from the Benchmark Case

We begin by examining how the performances of the forecast by the PLS regression change
as the number of PLS factors used increases. To save space, we denote the number of factors
(PLS or PC factors) used for forecasting by g.

1 reports the results from our benchmark case. The table shows how the in-sample
fits and out-of-sample forecasting performances of the PLS regression change as different
numbers of factors are used: from one to ten. For each regression with a different number of
PLS factors, the table reports the average and standard error of the in-sampleR*’s and the
R%¢’s from individual PLS regressions with 1,000 different samples. We use the adjusted
R? instead of the usual R? for the in-sample R%2. We do so because the usual R? always
increases with the number of regressors used, while the adjusted R? does not. 1 depicts the
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changes in average in-sample (adjusted) R* and R%g as the number of PLS factors used (q)
increases.

1 and 1 show that the in-sample R? from the PLS regression always increases as more
factors are used. In contrast, the R%4 from the PLS regression is always peaked at ¢ = 2 = R,
the asymptotically optimal number of PLS factors for forecasting. As ¢ increases further
from 2, the R? ¢ keeps falling. For example, as ¢ increases to 10, the R34 falls to 18 percent
points while the in-sample R? increases to 90 percent points. 1 and 1 clearly show that a
PLS regression with higher in-sample R? does not guarantee a more accurate forecasting
result.

For our benchmark case, our asymptotic results predict that the forecast obtained using
2 to 4 PLS factors are consistent estimators of the optimal forecast yi,, = S5, frri15h.
Interestingly, however, the simulation results reported in 1 and 1 indicate that using 3 or 4
PLS factors would rather produce less accurate forecasts. The results in 1 and 1 suggest that
the PLS regression with more than R and up to K PLS factors would produce less precise
forecasts.

Our asymptotic results also predict that the regressions using more than 4 PLS factors
would produce spuriously high in-sample R*’s and low R%4’s. The results reported in Table
1 and 1 are also consistent with this prediction.

3.3 Comparisons of the Forecasting Powers of PLS and PC Factors

We here compare the forecasting performances of the regressions with PLS factors, principal
component (PC) factors, and all of the predictors. For this comparison, we generate data
with five common factors with Qg+ = 5 x Is and 8 = (1,0,0,0,0)’. For these data,
R =1 < K = 5. That is, the asymptotically optimal number of PLS factors equals one,
while the number of PC factors to be used for optimal forecasting is five.

Tables 2 and 3 report the out-of-sample forecasting performances of the PLS regression
with the first PLS factor only (PLS1), the PC regression with first 5 PC factors (PC5),
and the usual OLS regression with all predictor variables (OLS). Table 2 reports the results
obtained from the data with (N,T) = (80,100), while Table 3 reports the results from the
data with (IV,T') = (160, 200). For this simulation exercise, N is chosen to be smaller than T
to make the regression with all available predictors possible. Data are simulated with many
different combinations of the parameters, a,, a,, ps, pe, and p.. To save space, we only report
the results obtained using the data generated with p; = p. = p.. For each combination of
data generating parameters, the highest R is marked in bold.

Tables 2 and 3 show that the forecasting performance of the OLS regression is always
dominated by those of the PLS1 and PC5 regressions. The R%¢ from the OLS regression is
always negative, indicating that the historical mean of the target variable is a better forecast
than the OLS forecast. This finding is consistent with the well-known fact that the MSE of
the OLS forecast increases with the number of predictors used; see, for example, Carrasco
and Rossi (2016) and Stock and Watson (2006), among many.

Tables 2 and 3 show that when the common factors’ explanatory power for the predictors
is low (a, = 0.1 or 0.2) and their explanatory power for the target variable is relatively high
(a, = 0.5 or 0.7), the PLS1 forecast outperforms the PC5 forecast. This pattern remains the
same even if different AR(1) coefficients (p; and p.) and the cross-section correlation param-
eter (p.) are used. In general, the PC5 regression produces more accurate forecasts when the
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factors are more weakly autocorrelated and predictor variables’ idiosyncratic components
are less serially and cross-sectionally correlated.

One interesting observation from Tables 2 and 3 is that when the PLS1 regression outper-
forms the PC5 regression, it does so by a relatively greater margin. For example, in Table 2,
the R4 from the PLS1 regression is almost twice larger than that from the PC5 regression
when a, = 0.1, a, = 0.7, and p. = p. = py = 0.5: the R3¢’s from the PLS1 and PC5 regres-
sions are 39.9 percent points and 20.5 percent points, respectively. As shown in 3, when the
sample size is doubled while other parameter values remain unchanged, the R%4 from the
PLSI1 regression is still higher than that from the PC5 regression by 15.3 percent points: the
R% s from the PLS1 and PC5 regressions are 48.5 percent points and 33.2 percent points,
respectively.

Tables 2 and 3 also report the number of common factors (K ) estimated by the Eigenvalue
Ratio (ER) method of method of Ahn and Horenstein (2013). The tables show that when a,
is low, the ER method tends to underestimate the number of common factors in predictor
variables. Not surprisingly, the PC regression with the estimated number of factors (K' )
significantly underperforms the PL5 regression, especially when a, is low, although these
results are unreported here to save space. When a, is low, the PLS1 regression significantly
outperforms the PC regression with the estimated number of factors more than it does the
PC5 regression.

The main findings from Tables 2 and 3 can be summarized as follows. First, the PLS1
regression produces more accurate forecasts than the PC5 regression when the common
factors in predictor variables are relatively weak factors. Second, when the predictors have
stronger factors, the PC5 regression outperforms the PLS1 regression in forecasting, but
generally by a small margin. These results indicate that the PLS regression is a viable
forecasting tool which is particularly useful when the factor structure in predictor variables
is weak.

3.4 Forecasting with Asymptotically Optimal Number of PLS Fac-
tors

We now consider the finite-sample properties of the PLS regression when the asymptotically
optimal number of PLS factors for forecasting (R) is greater than one. Tables 4 — 6 report
the forecasting performances of the PLS regressions with three different numbers of PLS
factors. The R%’s from the PLS regressions with one, two, and three are reported in the
PLS1, PLS2, and PLS3 columns, respectively. All of the data used for the results reported
in Tables 4 — 6 are generated with QF = diag(3,5,7) anda, = 0.7, while different parameter
values are used for a,, p., pe, and py. Notice that for all of the cases considered in Tables 4
to 6, the optimal number of PLS factors for forecasting is three (R = 3).

Table 4 reports the forecasting results from the data with N =T = 100 and N = T = 200.
Differently from what our asymptotic results predict, the R4 from the PLS3 regression is
lowest for all cases. When the common factors’ explanatory power for predictor variables is
low (e.g., a, = 0.1), the PLS1 regression more often outperforms the PLS2 regression. In
contrast, as the factors’ explanatory power becomes stronger (a, = 0.2 or 0.3), the PLS2
regression more often outperforms the PLS1 regression.

Table 5 reports the forecasting results obtained using larger data: N =T = 1,000 and
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N =T = 2,000. Even for these large data, the R3¢ from the PLS3 regression is highest
only once (when a, = 0.3, p. = p. = 0.3, pf = 0, and N = T = 2,000). For other cases,
the PLS2 regression produces the highest R%g. As shown in Table 6, for the unusually
large data with N = T = 7,000, we can observe that the PLS3 regression outperforms
the PLS1 and PLS2 regressions for some cases. When we have extremely large data with
N = T = 10,000, the PLS3 regression outperforms the PLS1 and PLS2 regressions for
all different data specifications. However, even for the cases in which the PLS3 regression
outperforms the PLS1 and PLS2 regressions, the prediction gain by the PLS regression is
marginal.

The three main implications from Tables 4 — 6 are the following. First, when the asymp-
totically optimal number of PLS factors for forecasting (R) is greater than one, the PLS
regressions using a fewer number of PLS factors very often produce more accurate forecasts
than the PLS regression using R factors, unless the data are exceptionally large. Second, the
PLS1 regression often produces a more accurate forecast than the regressions with PLS fac-
tors, especially when the sample size is small and the common factors in predictor variables
are weak.

Third and finally, when larger data are used and $R=1$, using more than one PLS factor
could produce more accurate forecasts. However, the accuracy gains by using additional
factors are not substantial. The gains are generally very marginal. This result indicates that
when the optimal number of PLS factors (R) is unknown, using only one PLS factor for
forecasting could be a useful alternative. This is so because, as shown in Table \ref{tablel},
using more than $R$ PLS factors can produce much poorer forecasts than the PLS regression
with only one factor.

Why then could the regression with a fewer than R PLS factors produce more accurate
forecasts that the regression with R PLS factors does? There are two possible answers. The
first possible answer is that for the simulated data used for Tables 4 — 6, the variances of
the three factors, fr; (h = 1,2,3) are not sufficiently distinct for PLS regressions unless
exceptionally large data are used. For example, when a, = 0.1 is chosen, the three factors’
variances are 0.3, 0.5, and 0.7, respectively. It is possible that in small samples, these
differences in factor variances may not be sufficient to make all of the three PLS factors
have independent forecasting power for the target variable. In unreported experiments, we
have tried to use more dispersed variances for the three factors. However, under our data
generating setting, we need to assign very small variance to one factor to assign much greater
variances to two other factors. For that case, the factor with the smallest variance has too
weak explanatory power for both predictor variables and the target variable. Unless the
sample is exceptionally large, the factor models constructed with such factors are more or
less similar to two or one factor models. For this reason, in the unreported experiments, the
PLS1 and PLS2 regressions very often outperform the PLS3 regression.

The second possible answer is the following. While the PLS factors used for our simulation
exercises are generated by the NIPLS algorithm, they are the orthogonalized versions of the
PLS factors examined in section 1.2. The asymptotically dominant term in the first R PLS

factors (Piés) is GoDy(R), where Dy(R) is a Vandermonde matrix. It is well known that
Vandermonde matrices are highly ill conditioned matrices in the sense that the columns of a
Vandermonde matrix are highly collinear; see Dax (2017). Thus, the first one or two columns

of the matrix GoDy(R), and correspondingly, the first and second PLS factors may contain
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most of the forecasting power for the target variable vector y.

3.5 Spurious Correlation Problem and Relative Sizes of N and T

Our asymptotic results suggest that depending on whether 7" is dominantly larger than N or
not, use of more than K PLS factors for forecasting could exaggerate in-sample goodness of
fit of the PLS regression and produce poor forecasting outcomes. Thus, we now examine how
sensitive the finite-sample performances of the regressions with more than K PLS factors to
the ratio V/T. We generate data using the parameter values for the benchmark case. we
investigate how the performances of the PLS regression change as the ratio N/T varies.

Figure 2 shows how the out-of-sample forecasting performances of the PLS regressions
with different numbers of PLS factors change as IV increases while T' is fixed at 100. The
figure for the case with N =T = 100 is identical to Figure 1. Figure 2 indicates that when
N/T is low, the regressions with more than 4 PLS factors do not significantly underperform
the regressions with smaller number of PLS factors. For example, when N = 20, use of more
than 4 PLS factors does not incur seriously inflated in-sample R? nor deteriorated R%g.
It appears that the problem of spurious correlations between PLS factors and the target
variable is not severe when N is substantially smaller than 7". However, Figure 2 also shows
that the spurious correlation problem becomes substantial as [V increases. For the cases with
N closer to or greater than 7', the PLS regression produces more highly inflated in-sample
R%s and lower R%’s as more PLS factors are used.

Figures 3 and 4 report the simulation results obtained using different N with T = 200
and T' = 500. All other data generating parameter values are the same as those which are
used for the benchmark case. While greater T" values are used, the N/T ratios used for the
two figures are the same as those which are used for Figure 2. The reported results in Figures
3 and 4 are not materially different from those in Figure 2. Overall, the results reported
in Figures 2 — 4 are consistent with the notion that the severity of the spurious correlation
problem and the N/T ratio are inversely related.

3.6 Spurious Correlation Problem and Explanatory Power of La-
tent Factors

Our asymptotic results indicate that the spurious correlation problem occurs by the inter-
action of the error terms in the target variable and predictor variables. Consequently, we
can expect that the spurious correlation problem would be mitigated as the variances of the
errors decrease, or equivalently as the explanatory power of the latent factors for the target
variable and predictor variables. Thus, we now examine how the forecasting performances
of the PLS regression would change as a, or a, increase.

Figure 5 shows how the significance of the spurious correlation problem of the PLS
regression changes as the value of a, (explanatory power of latent factors for the target
variable) changes. The values of other data generating parameters used for Figure 5 are the
same as those that are used for Figure 1. Figure 5 shows that the significance of the spurious
correlation problem falls as a, increases (the variance of the error term in the target variable
falls). When a, = 0.1, the regression with 10 PLS factors yields about negative 100 percent
points of R%g. This means that the MSE of the forecast from the PLS regression is twice
as large as the MSE of the historical mean of the target variable. In contrast, when a, =1
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(no error in the target variable), the R% ¢ is peaked when two PLS factors are used and it
remains little changed as more PLS factors are used. It is clear that the degree of spurious
correlation between PLS factors and the target variable is strongly negatively related to the
explanatory power of the common factors for the target variable (a,).

Figures 6 — 7 report the results obtained replicating the simulation exercises used for
Figure 5, but with greater values of a, (0.5 and 0.7, respectively). The patterns of the PLS
forecasting performance reported in Figures 6 and 7 are virtually identical to those that are
reported in Figure 5.

We now examine how the significance of the spurious correlation problem is related to the
explanatory power of the common factors for predictor variables (a,). To do so, we generate
data with many different values of a, (from 0.1 to 0.99), but with the same values for other
data generating parameters that are used for Table 1 and Figure 1. Figure 8 reports the
results for the cases with a, = 0.7. When a, = 1, that is, when the four common factors
can perfectly explain predictor variables, the 5-th PLS factor is a perfect linear combination
of the first 4 PLS factors. For this reason, the maximum value of a, we use is 0.99. Since
a, = 0.7 is used, the regression with two PLS factors is expected to produce the in-sample
and out-of-sample R?’s of about 70%.

The main findings from Figure 8 are the following. First, when a, is small (the explana-
tory power of the latent factors for predictor variables is weak), the forecasting power of the
regression with the first 2 PLS factors is somewhat lower than what our asymptotic results
suggest. Although it is not clear from the figure, the R%¢ from the regression with 2 PLS
factors is always lower than the expected level of 70%. However, as a, increases, the R
from the regression with the two PLS factors rises close to 70%.

Second, when a, is low, the in-sample R?’s from the regressions with 3 and 4 PLS factors
are higher than 70%, while the R%4’s from the same regressions are lower than 70%. This
result contradicts our asymptotic results predicting that the third and fourth PLS factors do
not have additional in-sample explanatory power and additional out-of-sample forecasting
power. The result seems to be consistent with the notion that the uninformative PLS factors
(the third and fourth factors) may also suffer from the spurious correlation problem in finite
samples, especially when a, is low. The spurious correlation effect on the third and fourth
PLS factors weakens as a, increases. For the extreme case with a, = 0.99, the third and
fourth PLS factors perform as our asymptotic results predict: use of the two factors does
not decrease the forecasting power of the PLS regression. In addition, use of the two factors
does not inflate the in-sample goodness of fit of the regression.

Figure 8 shows that the regressions with more than 4 PLS factors suffer from the spurious
correlation effect, even if a, is near to one: the average in-sample R? are inflated and the
R? ¢ deteriorates as more PLS factors are used.

As Figures 9 and 10 show, the results from Table 8 remain unaltered even if different
values are used for a, (0.5 and 0.3). The patterns of the changes in in-sample and out-of-
sample performances of the PLS regressions by using different numbers of factors used are
similar across Figures 8 to 10.

3.7 Forecasting with Uninformative and Spurious PLS Factors

We here consider how the uninformative and spurious PLS factors would influence the quality
of the PLS forecast. Figures 11 and 12 highlight the performances of the uninformative and
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spurious factors in finite samples. For the figures, we generate the data using the benchmark
parameter values. For the benchmark case, there are two informative PLS factors and two
uninformative factors, and the rest of the PLS factors are spurious factors. We focus on how
use of the two uninformative factors and other spurious factors would influence the quality
of the PLS forecasts. We have seen from Figure 1 and other figures that using more than
the informative PLS factors decreases the accuracy of the PLS forecast.

Figure 11 zooms up how the patterns of the in-sample and out-of-sample performances
of the regressions using uninformative and spurious factors change as the explanatory power
of the latent factors for predictor variables (a,) increases from 0.2 to 0.995. The average
in-sample R?’s from the regressions with different numbers of PLS factors are marked by red
squares connected with dotted line. The R%4’s are marked by blue circles connected with
solid line. For both lines, the lighter color is associated with the greater value of a,. The
average in-sample R*'s and the R%¢’s for the case with a, = 0.2 are identical to those that
are reported in Figure 1.

When predictors have weak factor structure (low a,), using the two uninformative factors
increases the average in-sample R? and decreases the R% 4 from the PLS regression. Using
spurious factors additionally inflates the in-sample R* and decreases the R%4 even more.
When a, is extremely high (0.995), the two uninformative PLS factors do not inflate the in-
sample R? and do not hurt the forecasting accuracy. Both the average in-sample R? and R%
match the value of a, (0.7) that is used to generate data. In contrast, using the spurious PLS
factors additionally still inflates the in-sample R? and deteriorate the forecasting accuracy of
the regression. The case of a, = 0.995 is, of course, an extreme case. For more empirically
plausible cases, using the uninformative PLS factors tends to inflate the in-sample R? while
decreasing the forecasting power of the regression.

For Figure 12, we experiment the same simulations conducted for Figure 11, but with
larger data. The data are generated with N = T = 2000. In Figure 12, using the two
uninformative factors no longer hurts the forecasting power of the regression, even when a,
is low. However, using the two uninformative PLS factors tends to inflate the in-sample fit of
the regression unless a, is very high. For any value of a,, using a larger number of spurious
PLS factors inflates the in-sample fit and weakens the forecasting power of the regression.

In order to check how the results from Figures 11 and 12 would change if more uninfor-
mative factors are added to predictor variables, we conduct the same simulation exercises
used for Figures 11 and 12, but with a six-factor model with Q% = diag(3,3,3,5,5,5) and
B* = (1,0,0,1,0,0). The results from this additional experiment are reported in Figures
\ref{figure13} and Figure \ref{figurel4}. For the factor model used for the figures, there are
two informative and four uninformative PLS factors.

Figure 13 reports the results obtained using the data with NV =T = 100 as in Figure 11.
From Figure 13, we can see that the regression using the 6-th PLS factor, which is the fourth
uninformative factor, produces inflated in-sample R%’s and decreased R%g’s, even when the 6
latent factors have extremely strong explanatory power for predictor variables (a, = 0.995).
When a, < 0.5, all of the four uninformative factors perform as spurious factors do: they
inflate the in-sample R? and deteriorate the R% ¢ from the regression.

Figure 14 reports the result from the data with NV =T = 2,000 as in Figure 12. Three
out of four uninformative factors perform more consistently with what our asymptotic results
predict. However, the last uninformative factor (the 6-th PLS factor) behaves more like a
spurious factor, especially when a, is low. The main point from Figures 11 — 12 and 13 —
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14 is that using uninformative PLS factors can significantly lower the accuracy of the PLS
forecast, unless data are unusually large.

3.8 Summary

The main messages from our simulation results so far can be summarized as follows. First,
the forecasting with PLS factors could be a viable alternative to the forecasting with PC
factors, especially when the common factors in predictor variables have strong explanatory
power for the target variable while having weak power for predictor variables.

Second, the regressions using spurious factors substantially inflate in-sample goodness of
fit results while producing significantly poorer out-of-sample forecasting results. Consistent
with our asymptotic results, the negative effect of using the spurious factors is weaker when
the data with 7' substantially larger than N are used for the regression, and/or when the
common factor in predictor variables have strong explanatory power for the target variable.

Third, the asymptotically optimal number of PLS factors for forecasting is R, the number
of the factor groups sharing the same asymptotic variances that are correlated with the target
variables. However, the number of the PLS factors that achieves the maximum forecasting
power in finite samples is often smaller than $R$, especially when R is large. This problem
does not disappear even if very large data are used (e.g., data with N =T = 2,000). The
optimal number of PLS factors for forecasting in finite samples is close to the asymptotically
optimal number, when T is substantially larger than N or explanatory power of the common
factors in predictor variables for the target variable is very strong. Interestingly, these
cases are precisely the cases in which the effects of the spurious correlations between PLS
factors and the target variable are weak. It appears that under the environment in which
the spurious correlation between PLS factors and the target variable is not asymptotically
negligible, using the asymptotically optimal number of PLS factors would rather produces
poorer forecasting results than using a fewer number of PLS factors.

Fourth, using uninformative PLS factors can decrease the forecasting power of the regres-
sions with PLS factors, especially when the spurious correlation between PLS factors and
the target variable is strong. One important implication is the following. The total number
(K) of factors in predictor variables can be estimated by numerous estimation methods,
e.g., Bai and Ng (2002), Onatski (2010), Alessi, Barigozzi, and Capasso (2010), and Ahn
and Horenstein (2013), among many. However, our simulation results indicate that using
the estimates from these methods for the number of the PLS factors for forecasting may
not be a good practice. Many of the K PLS factors could be uninformative factors for the
target variables and using the large number of uninformative PLS factors can produce poorer
forecasting results.

Fifth and finally, using the first PLS factor only may not be a bad alternative when the
optimal number of the PLS factors for forecasting is not readily available. Our simulation
results indicate that a large portion of the information for the target variable contained in
PLS factors is in the first PLS factor. When the asymptotically optimal number of factors for
forecasting is more than one, the forecasting gain by using more PLS factors in addition to the
first PLS factor is not substantial. Also, the regression using a fewer than the asymptotically
optimal number of PLS factors, often produces more accurate forecasts than the regression
using the asymptotically optimal number of PLS factors. The forecasting loss by using only
the first PLS factor seems to exceed the loss by using too many PLS factors.
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3.9 Cross-Validation Estimation for the Optimal Number of PLS
Factors

One important question we have not addressed yet is how we can determine the optimal
number of PLS factors for forecasting. In our asymptotic analysis, the number of informative
PLS factors (R) is the optimal number. However, our simulation results indicate that the
optimal number of the PLS factors in finite samples is often smaller than R. As an alternative
to determine the optimal number of PLS factors for forecasting in finite sample, we examine
the finite-sample performances of a cross-validation method.

For the cross-validation method we consider, we divide the whole available data (with
(T + 1) observations) into two parts, training and test data. Let us use int(-) to denote
the integer part of the inside of the parenthesis. The initial training data consist of the
observations from ¢ = 2 to ¢ = int((0.7)(T"+ 1)) = T* + 1, while the test data set consists
of the observations from ¢t = int((0.7)(T"+ 1)) = T* + 2 tot = T + 1. For a given time
s € [T* +2,T + 1], we forecast ys using a given number of PLS factors and the parameter
estimates obtained from the training data from ¢ = 2 to t = s—1. Let MSE(q) be the MSE
of the forecasts for y, obtained using ¢ PLS factors. The cross-validation estimate of the
optimal number of PLS factors, which we denote by ]%CV, is the value of ¢ that minimizes
MSE(q).

In Tables 8 to 11, we compare the forecasting performances of the regressions with differ-
ent numbers of PLS factors (¢ = 1,2, ...,10) and the regression using the estimated number
of PLS factors by the cross-validation method. We refer to the regression with ¢ PLS factors
as “PLSq” regression. To save space, we only report the forecasting results from the PLS1
to PLS6 regressions, while up to 10 PLS factors were calculated, and cross-validation were
conducted over the 10 PLS factors in all experiments. For the results reported in Tables
8 to 10, we use a five-factor model with Q% = diag(3,3,5,5,7) and 8" = (1,0,1,0,1)".
For this model, the first 3 PLS factors are informative ones and the next 2 PLS factors are
uninformative ones: R = 3 and K = 5. The other parameters are set at their benchmark
values: a, = 0.2, a, = 0.7, and py = p. = p. = 0.5.

The main findings from the results reported in Tables 8 — 10 are as follows. First, consis-
tent with the results reported in Tables 4 and 5, the PLS2 regression very often outperforms
the PLS3 regression despite that ¢ = 3 is the asymptotically optimal number of PLS factors
for forecasting. Second, the forecasting performance of the cross-validation augmented PLS
(CV-PLS) regression is generally comparable to that of the PLS2 regression. Third and
finally, the performance of the PLS1 regression is not significantly dominated by that of the
CV-PLS regression. In fact, the PLS1 regression often outperforms the CV-PLS regression,
especially when the explanatory power of the factors for the target variable is low, as Table
10 shows. When the CV-PLS regression outperforms the PLS 1 regression, the gain by using
the CV-PLS regression instead of the PLS1 regression is generally marginal. In addition,
the out-of-sample forecasting performance of the PLS1 regression is not far behind that of
the PLS2 regression.

Lastly, we consider a special case that is inspired by Groen and Kapetanio (2016). They
have considered the cases in which all of the predictor variables x;; are individually directly
correlated with the target variables, not just indirectly through the latent factors f.,. Our
asymptotic analysis does not consider such cases. However, it would be interesting to see
how the CV-PLS regression would perform for such cases.
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We here consider a special case in which some predictors have some direct forecasting
power for the target variable. Specifically, we consider a case in which the first predictor has
some direct forecasting power for the target variable y;;:

w1 = ThoyGnify + €1 €l = Pi{f“lll +(1- peu)l/zvikt (13)

where u} ; = (1—a,)?us1 and the vf, are random draws from N(0,1). All other predictors
and the target variable are generated by the process explained in subsection 3.1. Observe
that when p.,, = 1, the idiosyncratic component of z;, e7,, has perfect information about the
error term of the target variable, u;,;. While we only consider the case in which only one
predictor variable has some direct forecasting power for the target variable, our simulation
results would have some implications for more general cases in which a small number of
predictor variables have some direct forecasting power for the target variable.

Even if some predictor variables have direct forecasting power for the target variable, the
PC factors do not convey such information because they are extracted without using the
information about correlations between predictor variables. However, the PLS factors may
contain the information generated by the correlations between individual predictors and the
target variable.

We generate data using the same benchmark data generating parameter values used
for Tables 8 — 10, except that the first predictor variable is generated by (13). Table 11
reports some of the simulation results. When p,, is low, the PLS2 regression outperforms
other PLS regressions including the CV-PLS regression. This result is consistent with the
results reported in Tables 8 — 11. However, one interesting observation from Table 10 is that
the spurious correction problem by using the sixth PLS factor (which is a spurious factor)
mitigates as p., increases. For the cases with p., > 0.9, the PLS6 regression significantly
outperforms the PLS1 — PLS3 regressions.

The following conjecture seems to be reasonable for these results. When predictors do not
have strong direct forecasting power (forecasting power conditional on the common factors)
for the target variable, some parts of the PLS factors become spuriously correlated with the
target variables. Using too many PLS factors amplifies the effect of the spurious correlation
and hurts forecasting accuracy. However, when some predictors have strong direct forecasting
power, the spurious components of the PLS factors are asymptotically dominated by the
informative parts of the PLS factors. Consequently, the effect of the spurious correlation is
no longer prevalent.

Another interesting observation from Table 10 is that when p., > 0.9, the CV-PLS re-
gression outperforms the PLS6 regression, especially when larger data are used. In addition,
the mean of Ry exceeds K = 5 (the total number of latent factors in predictor variables).
These results indicate that cross-validation methods are most useful for the PLS regression
when some predictors have strong direct forecasting power of which economists are not aware.
The gain by using the cross-validation method could be substantial. Our simulation results
indicate that PLS users should be advised to estimate the optimal number of PLS factors
by some cross-validation methods.
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4 Empirical Application

In this section, we conduct a typical empirical study to demonstrate applicability of our
results. We use actual macroeconomic data. Total 178 monthly variables were collected
from FRED-MD data of McCracken and Ng (2016), FRED and ISM (Institute for Supply
Management) to closely mimic the dataset Stock and Watson (2002b) used. The data have
732 time series observations, from 1959:01 to 2019:12. Following Stock and Watson (2002b)
and McCracken and Ng (2016), we categorize the variables in the data into eight major
groups: output and income; labor market; housing; consumption, orders and inventories;
money and credit; interest and exchange rates; prices; and stock market.

We conduct 12-month-ahead forecasting exercises. To do so, we transform the data
to make them stationary. The transformation methods are first or second differencing (in
log form). The detailed information is listed in the appendix. We also standardize the
transformed variables so that they have unit variances and zero means. Finally, we screen
the data for any possible outliers. We drop the outliers from the data and treat them
as missing values. The final data set contains a balanced panel of 108 variables and an
unbalanced panel of 70 variables. The missing values are estimated by the EM algorithm of
the PC method with the number of common factors estimated by the ER method of Ahn
and Horenstein (2013).

The following forecasting equation is used for our data analysis:

~(12m ~ ~ N
yt(+12|3t =a+b f,+ X Chl-n1, (14)

where gjﬁffgl denotes the 12 month ahead forecast of a target variable yt(ff;) made at time

t,f.t is a vector of PLS or PC factors, and a, b and ¢, are OLS estimates. The maximum
number of the AR coefficients and the maximum number of the factors in f.t are restricted
to be 6 and 12, respectively.

The number of factors used matters for predictive power. We have conducted many
experiments with different choices of the number of PLS or PC factors. First, for both
the regressions with PLS and PC factors, we have tried 12 different numbers of factors:
g = 1,2,...,12. We denote the regression with ¢ PLS (PC) factors by “PLSq” (“PCq”).
Tables 11 and 12 display the forecasting results from the PLS1 — PLS4 and PC1 - PC4
regressions. Second, we estimate the the number of latent factors in predictor variables by
the Bayesian Information Criterion (BIC) method of Stock and Watson (2002b) and the ER
method of Ahn and Horenstein (2013). We denote the regressions with these two estimates
of the number of latent factors by PC-BIC and PC-AH, respectively. Third and finally,
we estimate the optimal number of PLS factors by the BIC method of Stock and Watson
(2002b) and the Cross-Validation method used in subsection 3.9. The regressions with these
two estimates are denoted by PLS-BIC and PLS-CV, respectively.

The target variables y(TliTQ) are generated as following. We treat real and price variables
as I(1) and I(2) variables in logarithms, respectively, following Stock and Watson (2002b).
Under this assumption, to forecast a real variable such as industrial production (IP), we use
the target variable

y{12) = (1200/12) In(IPy, 10 /IP,),

and the regressors

30



Yt—h = 1200 hl(IPt—h/IPt—h—l)

In contrast, to forecast a price variable such as Consumer Price Index (CPI), we use the
target variable

g2 = (1200/12) In(CPLy, 15/CPLy) — 1200 In(CPlLy12/CPIy),

and the regressors

Yi—p = 12OOA IH(CPIt,h/CPIt,hfl).

Since PLS factors computed with target variables, we should have enough time series ob-
servations for the target variables. Target variables with too many missing values may lead
to inaccurate PLS factors making our empirical analysis unreliable. Therefore, we only use
the variables whose time-series observations are more than 80% of the first-step estimation
period. This variable selection rule leave us 144 different target variables.

Our empirical analysis is conducted by the following way. Using the data up to a given
time T, we compute the target variables, lagged dependent variables, and PC and PLS
factors. We also estimate the optimal numbers of the PC factors by the BIC method of
Stock and Watson (2002b) and the ER method of Ahn and Horenstein (2013). We also
estimate the number of PLS factors to be used by the BIC of Stock and Watson (2002b) and
the CV method discussed in subsection 3.9. The number of the lagged dependent variables,
p, is estimated by the BIC method of Stock and Watson (2002b) or the CV procedure
discussed in subsectlon 3.9. With these estimates, the forecasting equation 14 is estimated

by regressing y§ 112 ) on the PC or PLS factor vectors f . and the p lagged dependent variables

Yi—p- This procedure yields the estimated parameters, a, b and the é cn. With these results, we
make the forecasts for yi(plig, which are denoted by ?/TliTz)w in 14. We repeat ths procedure

using the data up to 7'+ 1 and forecast y(T +13- We continue this exercise until the whole

data are exhausted.

More specifically, our first forecasting starts from 7' = 1970:01. at the first step, we use
the predictors from 1959:03 to 1970:01 to estimate PLS and PC factors at time T, f.T. The
first two-month observations in the data are dropped due to possible second difference (in
log) in the data transformation procedure. The optimal number of PC and PLS factors to
be used are also estimated. Second, we estimate equation 14 using the data up to 1970:01.
Third and finally, using the results from the first and second steps, we make the forecasts
for y(TliTQ), @g}iTQ)lT. This procedure repeats until 7" becomes 2018:12.

For the cross-validation method used for regressions witj PLS factors, we use 70% and 30%
of the available data as the training and test data sets, respectively. For instance, when we
make the forecast for y\gory, at 1970:01, we use the data {z.7 }1960  and {yTliTQ 26508 o1
as training data because they are roughly 70% of the data available up to 1970:01. Using the
training data, we compute PLS factors and estimate the parameters necessary for forecasting
for each of the possible combinations of the number of PLS factors (¢) and the number of
lagged dependent variables vy, (p). For each possible combination of ¢ and p, we also

compute the forecast, y(TliTQ)w 1o66.4- We repeat this procedure for 7' = 1966:5 and calcuate

~(12m)

yT+12|T:1966:5. By continuing this procedure up to T = 1969:01, we can obtain the set of
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(12m) 1969:01 (12m) 1969:01 12m) 1 1969:01
forecasts {yT+12|T}T 1966.4- Comparing {Z/THQ\T}T 1966.4 and {yT+12 }77966.4, We compute

the Mean Square Error (MSE) for each possible combination of ¢ and p. We denote by the
“PLS-CV” forecast for 1971:01 the forecast obtained using the combination of ¢ and p that
minimizes the MSE. By repeating this procedure for T" = 1970:02 and other future months,
we can obtain the PLS-CV forecasts for 1971:01 up to 2019:12.

For each forecasting method applied to each of the 144 economic variables, we compute
the mean squared errors (MSE) by comparing {yTiT;)}QTOl%%:Ol and {yTlig)‘T}%m?g% o01- The
results are presented in Tables 11 and 12. The entries are the percentage R% g, which is

MSE(method)
MSE(by mean)

where the relative mean squared error (RMSE) of a forecasting method is the method’s MSE
relative to that of a forecast based on a naive historical mean of the target variable.

Table 11 displays the R%¢’s from different forecasting models for the eight variables on
which the analysis of Stock and Watson (2002b) focuses. Table 12 reports the forecasting
results for the whole 144 target variables. To save space, we categorize the 144 variables into
eight different groups and report the median percentage R% . for each group. Tables 11 and
12 reveal some interesting results. First, consistent with our simulation results, incorporating
more than one PLS factors deteriorates forecasting power significantly. For some variables,
incorporating even the third PLS factor yields worse forecasting performance than a naive
forecast based on the historical mean of the target variable; for example, Personal Income.
Some target variables show improvement when we use more than PLS factors; for example,
Producer Price Index. However, even for such cases, the predictive improvement is marginal
and the regressions with only one PLS factor (PLS1) still often produce better forecasting
results.

Second, the PLS-CV forecast does not dominate the PLS1 forecast. Rather, the PLS-CV
forecasts are very often dominated by the PLS1 forecast. This result is again consistent with
our simulation results. Third, the PLS-BIC forecast shows significantly worse performance.
Even the forecasts based on a historical mean strictly dominates the PLS-BIC forecast in
many cases. This is not surprising, because the BIC method chooses the number of PLS
factors that maximizes the in-sample fit. Therefore, the number of PLS factors that explains
the in-sample movements very well does not necessarily produce better forecasts. As the
two tables confirm, the PLS forecasts obtained using the number of factors estimated by the
BIC method actually poorly performs in the data. Finally, the PLS1 regression outperforms
other alternative regression methods. Sometimes the PLS1 regression does not produce the
best forecasting results. However, for such cases, the performances of the best forecasts and
the PLS1 forecast are very similar.

100 x [1 — RMSE(method)] =100 x |1 —

5 Conclusion

This paper has considered the PLS regression to forecast a single target variable using many
predictors. Asymptotic and finite-sample properties of the PLS factors are derived. Our main
findings from our asymptotic analysis are the following. First, the number of the necessary
PLS factors for the asymptotically optimal forecasting crucially depends on the covariance
structure of the common factors in predictor variables. Previous studies routinely assume
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that all of the factors have distinct asymptotic variances. However, our results indicate that
the asymptotical optimal number of the PLS factors for forecasting is determined by the
number of distinct asymptotic variances of the common factors. If all factors have the same
asymptotic variances, the optimal number of PLS factor is one. Second, the regression with
more than the total number of factors could substantially poor forecasting results.

The main findings from our simulation exercises are the following. First, use of more
than the asymptotically optimal number of PLS factors generally reduces forecasting power
of the PLS factors. Second, the actual optimal number of PLS factors is often smaller than
the asymptotically optimal number, unless unrealistically large data are used. Third, the
first PLS factor contains the most predictive information about the target variable in finite
samples. The additional explanatory power that can be obtained by the second or more
PLS factors is not substantial. Fourth and finally, our simulation results indicate that the
regression with the number of PLS factors determined by some cross-validation methods can
dramatically increase forecasting power, when some predictor variables have strong direct
power for the target variable.
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Appendix
Appendix A: NIPLS algorithm

Let P, g — (Pys- q) be the T'x ¢ matrix of the first ¢ PLS factors from the NIPLS algorithm.
Set X = X, = XWy and p, = XWa,. For j =2, ..., q, we iteratively create

5 (5-1) 1) a A _
P = XU ”’pj (Bapya)
j 5 (G=1),

x0) — xG-1) _ pi_ X%

Q& = X(j)/y;

p; = X(j)é‘j-
By construction, the PLS factor vectors p; are mutually orthogonal. For forecasting yr + 2,
the values of the PLS factors at time 7" 4+ 1 needs to be predicted. Let 31;(1 be the OLS

(1)

. . - A~ 1 ~
estimator from a regression of y on Py.,; and let @ 7, | = T.ry1, Py = a:,(T)H’al, and

G G-y 50 A )
wT-‘,—l T — Y DjiaTi1iDiT = T 5 Q.

~!

Then, the PLS forecast of yr,o using the first ¢ PLS factors is yTJFQ‘q 01.,P1.g74+1, Where

pqu,T+1 - (pl,THa "'7pq,T+1> .

Appendix B: Notation and Preliminary Lemmas

All of the asymptotic results in this appendix are obtained as N,T — oo jointly. We use
some additional notation. First, the vector notation 1; denotes an [ X 1 vector of ones, while

I, denotes an [ x [ identity matrix. For the matrices, A, ... , A;, that are any size,
A, 0 ... O
. 0 A, ... O
Diag(A;, Ay, ..., A)) = . .2 ) ,
0O 0 .. A
where the “0” matrices are conformable zero matrices. Notice that Diag(A;, ... A;) is not
a square matrix unless all of the matrices A, ..., A; are square matrices. We use the
more common notation diag(A;, ... A;) if all of Ay, ... , A; are square matrices or scalars.

Finally, n denotes some increasing integer functions of N and/or 7.
The following lemmas are useful to prove the theorems in this paper.

Lemma B.1 (Theorem 2 of Yu, Wang, and Samworth (2015): Let B and A €
R be symmetric matrices. Choose two integers a and b such that 1 < a < b < [. Assume
that

min{\, 1(A) — Ao(A), \p(A) — Ny 1(A)} >0,
where we set A\g(A) = oo and A\jy1(A) = —oc0. Let d = b —a+ 1. Then, there exists an
orthonormal matrix OF € R%? such that
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2% min {d1/2 |B—Al,,|B - AHF}

[EBla: )07 =E(Ala: bl < L2 A 3 @) (A) (AT}

Remarks on Lemma B.1: (1) Let B and A be [ X [ symmetric random matrices,

where [ is a fixed positive integer or an increasing integer function of n. Suppose that
plim,, oo AM1(A) = plimy, o0 A2(A) > plim,, oo A3(A), and that | B — A, = O,(n™°). If
we choose a = 1 and b = 2 for the above lemma, we can obtain the following result:

22| B — Al,
min{Ao(A) — A1(A), A2(A) — A3(A)}

o 4||B_A||2 _ —<
) -

|E(B1:2)0** - E(A[1:2)]|, <

for some orthonormal matrix Oqyy € R?*2.

(2) An important implication of the lemma is that when some eigenvalues of a random
matrix have the same probability limits, the eigenvectors corresponding to the eigenvalues
are asymptotically unique up to an orthonormal transformation. The lemma explains why
the PLS method cannot identity what individual factors in f ), are correlated or uncorre-
lated with the target variable.

Lemma B.2: Let A and B be [ x [ invertible matrices. Then,

B'-A'=B'A-B)A "

Lemma B.3: Let B and A be [ X[ symmetric matrices, where [ is a fixed positive integer
or an increasing integer function of n. Suppose that |B — A|, = O,(n~°). Then, for all
h=1,...0[, \(B) = (A) +O,(n~°).

Proof: Using Corollary 4.10 of Stewart and Sun (1990, p. 203), we have

[A(B) — An(A)] < max {|\(B - A)[, [N(B - A)|} = ||B - All, (Q-E.D.)

Lemma B.4: Let B and A be [ x [ symmetric random matrices, where [ is a fixed
positive integer or an increasing integer function of n. Define fixed integers K and k(j)

(j =0,1,...,J) such that k(0) = 0 and £/_ k(j) = K. Let ks(j) = £/_ k(h). Assume that
M(A) =02+ Oy(n~s) for h = ks(j — 1)+ 1, ... , ks(j) and 07 > 03 > ... > 0% Let () =
E(Alks(j — 1)+ 1: ks(j)); and define Eg) similarly for B = A + C. Suppose that ||C||,
= O,(n™¢). Then, for each j = 1,...,J, there exists a k(j) x k(j) matrix Oﬁ such that
125,05 -5 . = O0,(n7)

=0a T =OlE P )

Proof: Let a = ks(j—1)+1 and b = ks(j), such that b—a+1 = k(j). Let @’ = ks(j—1)
and ' = ks(j) + 1. Then, by Lemma B.1,
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252 min{(k(5))"”* ICll,, IC Iz}
F = min{\s(A) — A\ (A), (A) — Ay (A)}
22(k(5)* IC]l,
~ min{Ay(A) — A (A), W(A) — Ay (A)}
i B7(4() Ol o)

min{o?_; — 07 + 0p(n—), 07 — 0% + Oy}

IEG 05 — &Gl

which completes the proof. Q.E.D

Lemma B.5: Let B and A be [; X [y random matrices, where [ is a fixed positive
integer and [, is a fixed positive integers or an increasing integer function of n. Assume that
|B — Al = Op(n~°), and that plim,, ,., A’A is finite and invertible. Then,

IP(B) = P(A)llp = Op(n™*); |1Q(B) — QA)[lp = Op(n™).

Proof: Let C = (B— A)A+A'(B—A)+(B—-A)(B— A)sothat BB = A'A + C.
Observe that ||C||, = O,(n~°). Thus, plim,, ., B'B is also finite and invertible. Therefore,
by Lemma B.2,

|B'B) — (A4, < [[(BB) |, [(A4) "], ICl, = Opn7).
Now, observe that

P(B)-P(A)=A[BB)"'-(A'A) A+ (B~ A)(B'B) A’
+ABB)"'(B-A)+(B-A)(BB)'(B-A)
=I+IT+III+1V.

Here, |I], < |Allp|[(B'B)™ — (A’A)Y |A'|, = Oy(n=5). Similarly, we can show
I = Op(n™); [TIT||p = Oy(n™*); and || IV ||p = Op(n™*). Thus, [P (B) — P(A)[|r <
[l + Tl p + [ TTI]|p + [TV ]|z = Op(n™). In addition, [|Q(B) — Q(A)|lp = Op(n™),
because Q(B) — Q(A) = P(A) — P(B). Q.E.D.
Appendix C: Proofs of Theorems

Lemma C.1: Define the following orthonormal matrix:

O Ok(l)ék(z) o Oy
Q _ (A% or) _ | Ok)xre) Oz o Or@)xr()
0% = (o(l) ,...,o(J)> - _ : |
Okywk(t) Okyxk(z) - OFF KX E

= Diag(OyF, ..., 0%r),
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where ng is a K x k(j) matrix and O?jF is a k(j) x k(j) orthonormal matrix for each
j=1,..,J. Then, O = E(Qp[l1: K).

Proof: The desired result holds because OO = I; QpOF = O Qp. Q.E.D.

Remark on Lemma C.1: The matrix O™ is not unique because the O;}F matrices
could be any orthonormal matrices.

Lemma C.2: Under (A.2) - (A.4),

s 0], =0,

1, -

()  M(Qp) =02+ 0, (T7); N(Q2a) =1+ O, (N7,

where j =1, .., J,h=ks(j— 1)+ 1L ks(j —1)+2, ... ,ks(j),and ¢=1,2, ..., K.
Proof: Part (i) holds by (A.4). Observe that with (i),

T

I
e N ]
Thus, (ii) holds by Lemma B.3. Q.E.D.
Lemma C.3: Under (A.1) and (A.6),
i) |[((NT)"V2F'E||, = O,(1);

i) |[(NT)2®'E'||,. = O,(1);

I
i) |(NT)'?@'E'F||, = O,(1);

iv) ||[(NT)"'2E||, = 0,(1) > 0

~~ ~~ ~~ —~ ~—~
=

v) m'Z|(NT)'E'E||; = 0,(1) > 0

Proof: The part (i) holds by (A.6) because

)" 'trace(F'EE'F))

(v
< (NT) trace [Ef\fl (= lef.teit) (Elef.teit),}>
((vr
(¥

E((NT) | FE|}) =

I
=2 = = m

12N 1trace [(E?_lf teit) (E?—lf-teit>/i|)
N7IEN HT_1/2ET £ teth >
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Similarly, (ii) holds because
E <(NT)‘1 ||<I>’E’||§) _E (T‘thTzl ||N_1/2Z,fi1¢,ieit||z> <e
The part (iii) holds because

E((NT) " |F'B®|L) = NSYE (|75 f e

2
\)
< N'ZNE <HT_1/2E;{:1f.t6itH§ ||¢z||§>
= NS E ([T Faeally) B (l0al3) < ¢
For (iv), observe that since rank(E) < min{N,T} = m, \,(E'E) = 0 for all h > m. By this
fact,
|(NT)2E||;, = trace (NT)"'E'E) = Sp A (NT) ' E'E)
=m 'S\, (M E'E)
<m'x (mx\ (MT'E'E)) =X\ (M'F'E);

|(NT) V2E|; = m 'S A (M PE'E) > m™ (m® x Ape (MV2E'E))
= (m°/m) X Ame (M2E'E) = (m./m)(c+ 0,(1)).

These two results and (A.5) imply (iv). Finally, letting A = M ~'E'E, we can obtain (iv)
because

m!/? H(NT)_lE'E”F = m*/? [m™? x trace(AA)] 12
=m!'? [m2S5, (A, (A))?]

< m!/? [m™m x (N (A))Q]

1/2
1/2

m!/? H(NT)_lE/EHF = m!/? [m™? x trace (AA)]l/2

= [m 'SR (A4)))
> [(m°/m) x (Ame (A))?]
> (m®/m)"? (c+ 0,(1))"%.

1/2

This completes the proof. Q.E.D.

Lemma C.4: Let & = & + E'F(F'F)"! and Qs = N-'&'®. Then, under (A.1) -
(A.6),

= 0,(17);||(€ = L), = Om ™

0 o) F

F
(id) ‘)\h(fl@) — 1‘ —O,(m ), forall h=1,2, ..., K;
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~1/2

(iii) ‘ Q) - IKHF = 0,(m™).

Proof: The first part of (i) holds by Lemma C.3 because

_1/2,& _ _ _ -1 _
[y@ - <oy B R e E) | = or ),
For the second part of (ii), let
4__ L @FEF (FF\'  1(FF\" FE EF (FF\"
T ON1/271/2 N1/271/2 T ! - f T N1/271/2 N1/2771/2 T )

By Lemma C.3,
1Al = O,(TN)™2) = Oy (mM)~2); | B|lp = O,(T7Y).

Observe that Qg — I = Qe — Ix + A+ A’ + B, and that Hﬁp - IKHF — 0,(N™) by
(A.4). Thus, we have the second part of (ii) because

|0 —Ii| < |0 —Ix||_+20141+ 1Bl < O)(m™).

Part (ii) holds by the second part of (i) and Lemma B.3. Finally, let A = diag()i, ..., \g)
— A(Qs|1: K); and B = E(Q|1: K). By (ii), A,/ =1 = (A — 1)/(A> +1) = Op(m™),
which implies H./N\l/2 — IK‘ o O,(m~7). Thus, (iii) holds because

2

~1/2 = 1/2 = = ~1/2 _
- Ik = |ER - nog]| =g A - 1] - .
H ® i ( ) F F Kllp Op(m7)
This completes the proof. Q.E.D.

Some matrices are useful for the proofs of the following lemmas and theorem. Using the
matrix ® defined in Lemma C.4, we can show that X and Syr are of the following forms:

X F &  QUF)E. X'X E'Q(F)E
N1/271/2 - T1/2 N1/2 + N1/271/2° NT — NT =ZnN1 + T’

where Zyr = (N~1/2&)Qp(N-1/28"). We define the following matrices:
S1/24 0 =21/2 C1/2a A—1/2e
My = Q2 Qe 2257 = NV280,E(Myr|l : K)
where flq> —N'3'®.

Lemma C.5: A(MNTH . K) = A(ZNT“ . K) and EI%NT = E<ZNT|1 : K)

41



Proof: We can easily show
Z BT = [N—1/2&»Q;/?on;ega}fmzv—v?@’ N-280, " B(M sl : K)
= N71/2§Q;1/2MNTE<MNT’1 : K)

— N80, B (M o1 K)A(Myrl: K)
= BEZNTA(Myr|1: K)

This completes the proof. Q.E.D.
Lemma C.6: Under (A.1) — (A.6),
IMy7 = Qpllp=0,(m™); M (Zn1) = M(My1) = 0; + Op(m™7),
forh=Fks(j—1)+1, ... ks(j)and j=1,..., J.
Proof: Observe that by Lemma C.4 and (A.5),

1/2

1/2 A
P i P i
e A L
F F

With this, we can obtain the first result:

1/2 1/2
IMyr — Qe = |02 0y - QFHF
— |0y 00y QFQ¥2+QFQ¥2—QFH
1/2 1/2 1/2
< |leu e - e fn] +i0el, |2u° - 1
= Op(m™7).

Finally, because A\, (Zn1) = M (M nr) for all h =1,..., K, we can obtain the second result
by the first result and Lemma B.3. Q.E.D.

Lemma C.7: Define E%NT =B(Myr|ks(j—1)4+1: ks(j)). Then, foreach j =1,..., D,
there exists a k(j) x k(j) orthonormal matrix O%NT such that

H'_‘éjw)NTOMNT OQF

= 0,m).
Proof: Because | M yr — Qrll, < |[|Mnyr — QFl|| = O,(m~7), we can obtain the result
by Lemma B.4 and Lemma C.6. Q.E.D.
Lemma C.8: Under (A.1) — (A.6),
M E'Q(F)E, = 0y(1); |(NT)'E'Q(F)E|, = Oy(m™"?).
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Proof: Because E'Q(F)E and E"P(F)E are positive semi-definite matrices,
M (MT'E'Q(F)E) <\ (M 'E'Q(F)E + M 'E'P(F)E)
=M (M7T'E'E) = 0,(1),

where the first inequality results from Lemma A.6 of Ahn and Horenstein (2013) and the
last equality is due to (A.5). Thus, the first part holds. The second result holds because

H(NT)*lE’Q(F)EHF =m ! HM*E’Q(F)EHF

—mt S, (w (M E'Q(R)E))’| v

1/2

<mt m (A (MEE))'] T = 0,m ).
This completes the proof. Q.E.D.
Lemma C.9: Under (A.1) — (A.6),
) 1St~ Zurll, = Oplm™): 1Snr — Zurll, = Oplm~1/2);
(i)  A(Snr) = 0]2- +O0,(m ) for h=ks(j —1)+1,....,ks(j) and j =1, ... , J;

(iii) A(Snt)=0,(m ™), forq=K+1,...m

Proof: The results in (i) immediately follow from Lemma C.8. By Lemma B.3 and
(i), \(Sn7) = N(Zn7) + Op(m™?) for all ¢ = 1,2, ..., K. In addition, by Lemma C.6,
MN(ZnT) = N(M 1) = X(QF) + Op(m™). Thus, (ii) holds because

M(Snr) = M(Q2p) + Oy (m™) + Op(m™") = 07 + Oy (m™7).

For ¢ > K + 1, (iii) holds because A1 1(Znr) = 0. Q.E.D.
Lemma C.10: Under (A.1) — (A.6), for each j = 1,...,J, there exists a k(j) x k(j)
orthonormal matrix ijNT such that H"ES;NTOSNT - EgﬁVT‘ = O,(m™1).
Proof: The desired result is obtained by Lemma C.9 and Lemma B.4. Q.E.D.

Lemma C.11: Let OF; = OFFOMN""'O7¥"' where j = 1,...,J, and OF, OM ™" and

13 7

O]S]-NT are defined in Lemmas C.1, C.7, and C.10, respectively. Under (A.1) — (A.6), for
J=1,.
= Op(m™7).

HHSNT - N"2®(;,)0;,
F

=)
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Proof: Observe that
BT = NOV2eQ, EM
_ (N—1/2¢, L N2% <Q;1/2 B IK))
x (ofroym 4+ (2t — ofroy))

= N0 oMy 4 NT12d (fz;,” P IK> Ofr M
+ N2 (2 - ofrol)

_ N—1/2(I)08;O;\;INT/ N2 <<i> _ <I>> OZTO%NT/
+ N2 (2, - 1) Ofr oM+ NU2B (B — Ofr o))

+ N2 (2, - 1) (Sh - ofroNT).
Thus, by Lemma C.4 and C.7, we can have

=ZNT _ AT—1/2 QrF YyMNT!
H“(jﬁw N0 ;05

F
<[y (2 @) |0ty
Ve F Q;/Q_IK F OS{O?J/‘INT/ F
+|[NTEe| IEGYT - opr o
+ N_l/z(i) F 9;1/2_-{}( F E%NT _ngoj\fNT/ F

= Op(m™7).

With this result and Lemma C.11, we can obtain the desired result because

=SNT _ pA7T—1/2 Q M1 SNT!
=g — N TR0 0O

F
= |e5y - =ron = os - N re0 oMo |
<=y - =zrog |, + =5 - v reofr o log,
= 0,(m™7).
This completes the proof. Q.E.D.
Lemma C.12: Under (A.1) - (A.7),
|(NT) 2B Q(Ful, = 0y(1); | NTT S BQ(Fu| = 0y(m ).

44



Proof: By (A.7) and Lemma C.4,

F'u
T1/2 r

1 E'F
N1/2T1/2 T1/2 N1/271/2 »
)+%?(T‘”% Op(1).

()

H N1/2T1/2

In addition,

' EQ(F)u
NT1/2
F
&' E'u + 1 S E'F FFP\ Y ||Fu
NT2 (NT)2 || (NT)2 ||, T . 2|,
FF\ Y ||FEEwu
+T1/2 T NT3/2 P
1| /FF\ ' FEEF F'F\ ' Fu
T T NT T T1/2
F F

= OP(N_1/2) + Op((NT)_l/z) + OP(T—1/2) + OP(T_I) _ Op(m_1/2).

This completes the proof because the Frobenius norms of E'Q(F)u and @lE'Q(F)u are
equal to their spectral norms. Q.E.D.

Lemma C.13: Under (A.1) — (A.7),
(i) HT‘lF'(j)y - szﬁ(j)Hz = O0,(T™), for j=1,.., R;
(i) || T'Fiy|, = O0p(T), for j=R+1,...,J;

(iii) ||(NT)"V2E'y||, = O,(1).

Proof: Part (i) holds because, for j < R,

WY o
|| T 6 )
F
F, . F F . u
_|yr TGOTGE) () 2
= [Zi=m— 7 Bunt —p— 7By
F
F,. F F . F. Fl u

"GN 2 R (1)~ @) 7)

S|—7 oi | (1B =t || Pl T T
F F F

= OP<T_’Y) + Op(T_’y) + Op(T_l/Q) = Op(T_FY)-
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Similarly, (ii) holds because, for j > R+ 1,

/ / /
Foy| —vr ||[Fufw 180+ || Fa®
T = Hj'=1 T G p T
F F F
= Op(T™7) + O,(TY?) = O,(T™)
Finally, (iii) holds because, by (A.7) and Lemma C.3,
E'y R E'F E'u
H (NT)/2 - = (NT) 1/2 ”6 J)” H (NT)'2 |, = Op(1).
F
This completes the proof. Q.E.D
Lemma C.14: Under (A.1) ~ (A7), ||bxr — SIL 07 N12® 8 ||, = Op(T).
Proof: Observe that
P
R () 2
byt ZJ 1N1/20J ()
) 2o Fey 1 By g @) oo
=l pn12 T1/2 (NT)l/Q J=1 17270 ()
@, (Fy o, Fyy 1 FE
_ VR ©)) () 2 () = G) Yy
- Ejzl N1/2 ( T Ujﬁ(]’)) + ZJ R+l 12 + T2 (NT)V/?
Thus, by Lemma C.13,
P
R (J) 2
byt — 2] 1N1/201 () -
R ) (J) 2 ©)) )
< X T %P F+2J =r+1 | N1/2 FH T |
N 1 E'y
T2 || (NT)'2 ||,
= Op(T_W)a
Q.E.D.

completes the proof.

Lemma C.15: Under (A.1) — (A.7), with the matrix O}, that is defined in Lemma C.11,

= Op(m™7), for j < R;

H SNt _ O 12
2

()

(ii) H SN

=0p(m™7),for j > R+ 1
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Proof: For j < R,

D) P !
S _ (4 * =S . *
b = <N1/2O (“UI)VT N1/2O ))

, P o, D
R (4 R ("
(Z’ 19 N1/2B(j’)+ (bNT 2j1210j N1/2ﬁ( )))

;) d ;)
O*/ (ZR (437) 2[3 >+O*/ (bT ER

JJ N1/2 =1 p1/2 9 33 N1/2

D)) P
_ [ =S * 2 (4"
- ("'(J’?T B N1/20 ) ’ =19; N1/2/6( )

/ @ ,
=S * (4"
T ("'(J'])VT N NI/QO > (bNT 2 /=19 Nl/QB] ))

Applying Lemmas C.11 and C.14 to this result, we can show

<I>' D
S ny R () 2
(JNT O]J N1/2 (Zj’l N1/20j’ﬁ(j/))

F
| , @

* /1 J) R (4")

HO]J N1/2 byr — Xj_,0; N1/2B(j/) ‘
F

-5 () H* R 2
* ‘ =0~ Nl/zo 2j-10; Nl/Q’B(J
+‘—a(j1)\fT NI/QO F‘bNT E/ 1 ] Nl/

2 Py
=19, J N1/2

2'30

= OP(T_,Y) + Op(m_ ) + Op(T7"m™7) = Op(m™7).

This implies

;) ®
S * R (4" o2 _
(]NT OJJ,Nl/Q (E’ 1 N1/2 9 (j’)) =0p
F
In addition, we can easily show
/ /
G (gr B o O 28,
N1/2 J'=1 7172737 (") N1/2 (4)
F
<I>I ® ) _
200626, ~ 03By = Oplm ™).
F
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(m™7).

= Op(m™7);

Bm)

(C.1)



By (C.1) — (C.3), we can obtain (i) because

s
H ) JJ Jﬂ(J
S *
- H 5 OJJUJB(J
¥ D
s * () R " o2
= (]NT O]J/N1/2 (E’ 11275 P ))
F
@/ /' @ .
* ) R () =G o
+ Hojj F || N1/2 <E]'—1N1/2 Jﬁ(ﬂ > N1/2 Ojﬁ(j)
F
PP
* ()~ () 2
+105ll e | — 018w — 7By
F
Part (ii) can be shown similarly. Q.E.D.
Lemma C.16: Under 2.2 — 2.2, for j =1, ..., J,
H(NT)””XEZC}SVT = T72F;055|| = Op(m™7),
where O, is defined in Lemma C.11.
Proof: By Lemma C.11, we can show
X =SNT X (I)(J) < X 19) N =0 -y C4
(NT>1/2“'(j) - (NT)1/2 N1/2 = (NT)l/g - p(m >— p(m ) ( . )
In addition, we have
X ¢y Fy -
H(NT)1/2 N2 iz . = Op(m™7), (C.5)
because
X @y, Fy
(NT)/2 N2 T2,
_||.F e, 1 EP Fy
T2 N N2 (NT)/2 ~ T/
_-Fo (7  _ ®(;) () Ly Fo Nn®e 1 E®py
- T1/2 k() N =145 /2 N N1/2 (NT)\/2
F
<[ Fo _2:)%4) SUAN il 24 20)
= \T1/2 7) N i =1.3'#5 || T1/2 N :
1 || E2
N2 ||(NT)2 |,

= O0p(m ™) + Op(m™7) + Op(N_l/z) = Op(m™7).




Finally, we have

X =SNT F(J)
(NT)1/2 )] T1/2
=SNT __ X Py X Q) F(J ||O H
NT (NTVL/270) (NT)1/2 N1/2 733 (NT)I/? N1/2  T1/2 JIlF>
which, with (C.4) and (C.5) imply the desired result. Q.E.D.

Lemma C.17: Let E5N" = (EF)7, ..., EGNT) = E(Snr|1: K); Syp = X' X /(NT);E},
E(Syr|l: K);and F = F + E®(®'®)~'. Under (A.1) - (A.8), the following holds.

HQ (ESNT) Q(N—l/zci,)HF = O,(m™Y);

m>HQ@m—Q@ﬂ@wF=@mﬂy

Proof: Let 24V = E(Zyy|1 : K). Observe that ffl/QE(MNTH : K) is an invertible
matrix, and that 22V = N-1280Q, E(M yr|1 : K). Thus,
QEL) = QINT*®). (C.6)

By Lemmas A.1 and C.9 and the fact that Ax(Zy7) > 0 and Agx1(Zn7) = 0, there exists
an orthonormal matrix O°M” such that

252 KY2 | Syr — Znr |,
M (Z )

where the last equality is due to Lemma C.9. Thus, by Lemma B.5, we have

=SNT )SNT =ZNT _ -1
|E5vr oS g2 < = 0,(m™),

[E) - QER)||, = [|QEF*O%7) — Q&) = Op(m™). (C.7)
which, with (C.6), implies (i). We can show (ii) similarly. It is straightforward to show that
Sir=Zyr + (NT)'EQ(N"'/*®)E/,

where Z%, = (T"V2F)(N~'®'®) "' (T-'/2F). Thus, by the same methods used to show
(C.6) and (C.7), we can show

Q(E(Zyrl1: K)) = QT VF);
1Q(ELO™) — QE(Zyr /1 : K))ll, = [|QEFTO%7) — QEF™)|, = Op(m™)

for some orthonormal matrix O**. These results imply (ii). Q.E.D.
Lemma C.18: Let Hyp = (NT) /220" Q(®)E'Q(F), where F is defined in Lemma

C.17. Let ryr be an m x 1 random vector with ||ryr||, = O,(1) which is independent of u.
Then, under 2.2 — 2.2, the following holds.
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i) ||eZ¥ — T7V2H yrul|, = Oy(m=%2);
(i) || T7Y*Hyru|, = Op(T71?);
(iii) || T2y Hyru|, = Op(Tm)~*2).
Proof: Let 2] = E(Sy,|K +1:m), where Sy is defined in Lemma C.17. Using the
fact that ;AN = (NT)"/2XE7Y" and X = F®' + EQ(®), we can easily show that

T — T_1/2HNT’U,

|
[1]

X' X'
D QE ) T + B s P (&) 7y — T Hivrw

(NT)1/2 T1/2 (NT)1/2 Tz
Al N;f) 2 QS Ly Y
—mp Xl S s (@) - el Y -
_ %Ef T’Q(@)%Q(ﬁ’)u - %
-1
-y P s () 6
P (e - eb) 2
-1
— N11/2”SNT’Q(¢)$Q(F) (NETTW (‘I)]:f@) A
; :S% (2@ - o)L,
=-TI+11I.

For (i), it is sufficient to show that ||I]|, = O,(m~*?) and || II||, = O,(m~*?). By (A.5)
and the fact that E'E — E'Q(F)E is positive semi-definite and Q(®) is idempotent, we

have

1 s E _ - E ® (D)

111 < Sy (257 19, | 377w @) 37 | ||N1/2 ( ) B
2
1 ' _
SleXlX QXOp(l)SOp<m 3/2).

By Lemma C.7 and the fact that ||(NT) 1/2X”SNTH M1 (Snr)]'? = Op(m™"72), we
also have

I, < Op(m_1/2) X Op(m_l) X HT_lyHQ - Op(m_g/Q)-

20



For (ii), observe that

E'F 1 E'F 1 i
HNl/QT T T2 (NT)1/2 F+ ml/Zm/ ' ‘Nl/Q ( > = Op(m /);
F
Flu _HFm . (@@)* @’ H Eu || _ 50
T1/2 . T1/2 » N N1/2 . (NT)1/2 - AR
~) ~ 2
FF FF| , 1 F'E® A L (2 e E'E
T T F_ (NT)V2 |[(TN)V2 )|, [\ N - N N1/2 SINT
:Op(m_l/z).
With these results, we can show that
E'Q(F)u|| |EQ(F)u
N1/2T - N1/2T
F
~ ~ /) ~ —1 ~
o E'u 1 | EF F'F Flu
= T2 || (NT)'/? F+T1/2 N1/2T T T1/2
F F F
:Op(Til/Z)

By this result and the facts that EV7/E25" = I, and Q(N~/2®) is idempotent, we
E'QT'?F)u

can show that (ii) holds because
P
o ()|, | =5

=1 x1xO0,(TY?) =0,(T ).

T Hyral, =

For (iii), observe that H yr is a function of E, F and ®, all of which are independent of u.
That is, H'y;rn7 and u are independent. Observe also that
Q(F)|,

=m V2 x1x1x (MM EE)Y? x1=0,(m?).

[ ez, < m” 2 (|E27 ], (1 (@), || M

By these results, we have

_ 2
E <HT 1/2T/]VTHNTU||2|HNT7TNT>
=T 1/2 ! THNTE(’LL’LL )HNTTNT
< T lrwr |5 [ Hwrlls A (E(ua')) = O,((mT) ™),

which implies (iii). Q.E.D.

Proof of Lemma 2.4.1: The parts (i) and (ii) hold by Lemma C.9. The part (iii) holds
by Lemma C.14. The part (iv) holds by Lemma C.11, while the parts (v) and (vi) hold by

ol



Lemmas C.15. Finally, the parts (vii) — (ix) hold by Lemma C.18. Q.E.D.
Lemma C.19: Under (A.1) - (A.8), for ¢ > 1,

lvm1(g)lly, = Op(m™);
|vr2(q)lly = Op(m™7);
[vL(@)lly = Op(m ™D (T2 4+ m=3/2)),

Proof: By Lemma C.9 )\kS;V]T Db — 02- + Op(m™), for j = 1,2,...,J and h =
1,2, ..., k(j). Cnosequently, /\ks T en — Aoy = Op(m™). Observe that
S Sn .
(Akéff 1)+h )\ks_]T 1)+1> = 0p(1);
s 2, ()\S 3yS
<>\kijT 1)+h)q (/\k’sj\(rf 1)+h)q )\ksN]T 1)+1
S s 3. (\S —2
F o AL M) T A = Op(1).
Therefore,
s 1 s -1
m (ST o)™ = X))
S s —2 /\ 8 —i'(\S 1
:m/y(AkSNf 1)+h )\kSN]T 1)+1)E?’:2(/\kst 1)+h) 7 O‘kijT 1)+1)J

= 0,(1) x Op(1) = 0,(1)

which implies that H(A(Sij)qfl - (AZJ;T)HH = O,(m™), where AZY" = ¥ With
this result, we can obtain the first part of the lemma because

'—SNT CSANT
()

=)

lvm(g)ll, < ER =)

NG = SNTy g _
(AGYT) ™ = (AG)™ = Op(m™).

2 2

SNt
€G4)
the lemma because

= O,(m~7) by Lemma C.15. Therefore, we have the second part of

SNT

;—\S
HUH2( Hz < Z}] R+1 H 'NT )q ' €0)

= 0,(m™7).

2 2

Finally, by Lemma C.18, we have

lon(a)ll, = [ (AZ¥T)" el |,
< [l A e, < 0y mm D)0 T2 4 )
which implies the last part of the lemma. Q.E.D.

Corollary C.19: Under (A.1) — (A.8), for ¢ > 1,

IV @llp = 0™ [Vins@llp = Opm™™): [Vi(a)llp = Op(T 2 - m7%2)

02



Proof: The results are obtained by Lemma C.19 because

IV ()l <555 o)y
[V a2(9)|p < ER e ()l
VL@l < gx[loL(D)], Q-E.D.

Proof of Lemma 2.4.2: The parts (ii) — (iii) hold by Lemma C.19. For (i), observe
that for each 7 =1, ..., R,

':SNTCSNT

=@ ~0)

q) * —S @ * * 2 S * 2
= (N1/2O <=(/>VT 705 )) <0jj"7jﬁ<j>+< )" =05 ﬁ))
P
r:!S (]) * * 2
N1/2 J'B ("‘(j])VT N1/20 > 0 /U 'B

(I)J) O* ( SNT O*/ 2 ])) + (E‘(S'NT . @ O*> ( SNT O*/ 2 )

Nl/2 J) N1/2
This result, with Lemmas C.11 and C.15, implies || 27" ¢} — UJQ»N*V%I)(J-),B(]-) — O,(m™7)
Thus, we have the desired result because
Vo — Ty gl < SE H:S])NT e —oINT R 8| Q.E.D

Proof of Corollary 2.4.2: By Lemma 2.4.2 and Corollary C.19.

Proof of Theorem 1: By Lemma 2.4.1 and Corollary 2.4.2, |V ()| = O,(m~%/2).
This result and Corollary 2.4.2 implies (i) because

PLS

4227 - Tr=eDyta,

< |[VoDo(q) — Myt XrDo(q)|| o + [V a1 (@)l p + |V E2(D)] 2 + [V (D)l 2
= 0,(m™) + Op(m™'?) = Op(m™'7?).
For (ii), observe that

—1/277/
N7V 2y

IBI @/
L (Po®fo .
=N 3 : / (Ejzlq)(j)f(j)TH + X rn P f Gy €-T+1)
()]
(R)=(R)
By Sy Op(N77) BN ® €141
- : + : + :
By f myra Op(N77) BN 12®p e
ﬁ/(1)f(1)T+1 O,(N77)
= : + :
B f i Op(N77)



With this result and part (i), we can show

HN 1/2APLS/

Tr41 — DO(Q)/ERQT-H »

PLS

S Op( ‘I‘ HA HNTERDO(Q)HF HN_I/Qm-T-I—lnp — Op(m—’Y). QED

Lemma C.20: The following equalities hold:

(i) T YGo= (i) ey ey ey);

(i) T V2Gmlq) = S, Sy [(ASyT)I1 — (W) LN

(i) Ty Gua() = Sfopael) " (A}

. . s Snr .S oS Snr .S
(iv) GGGO:dzag< NT’A NT (IJ)VT, " (%T/A(%T (N)T>;

~S _
, e AT AR~ A ey
(v) G09H1(Q): : ;

f}éVT/ASNT<<ASNT) (baTAs(S'é\ST)q—l)cfé\gT

(vi) Ty Q(Go)gu(q) = 7,
where ./_X?)VT = ;LfNTIk(j) and

S xS - S
= Sl A - AT ey

<SSVT’C<SSVT s

R 1 1 S S S -1 APNT\q—1\ .S

23 1 SNT/ASNT SNt ( (J])VT,A NT((A NT) _(A(j) )q )C(jI)VT>'
) €4)

Proof: We can easily show (i) — (iii) using the fact that EZI)VT’X’y/(Nl/QT) = CESJ.J)VT
The parts (iv) — (v) hold because
=Snr .S =St .S =Snr .S =Snr .S
GGy = (B ey BT ely”) Swr (RRy7 ey, Bl i)
= diag ( ‘(SNT/ASNT ‘(Si])VT7 - ‘(SNT/ASNT f%T> .
=Snr .S =Snr .S =S S ASNTV\G-1y .S
Gha(a) = (B557ely ™ B5T ) BB (AST ) — (AT ey

_ S —1\ .S
AT AR - AT ey

SNT/ASNT((A‘(S;%\ST) -1 _ (A?%T)q_l)cfé\gq"

o4



Finally, we can show

Tﬁl/zy/Go(G/Go)fngng (q)

ety :
R J J SNTIA S S -1 APONT\q—1\ .S .
=21 TN T (C(j]>VT AGYT(AGT)T = (AG )" )c(f)VT>’
J) J

T2 /Q(G(J)ng(Q)
=Ty gu1(q) — Ty Go(GyGo) ' Gig 1 (q)

S
=Zje SSVT'«AS’)”V L (AGT) el

SNT/ SNT

C

Ef 1 s SNt oS
NT/A NT NT
=) €G)

which imply (vi). Q.E.D.

Lemma C.21: Under (A.1) — (A.8),
i) ||Go—TV2(F0Buy - FrBr)Zrl| . = Op(m™);
(ii) HT_I/Q?J/GD - (B,@)ﬁu 0 ®Br )E?%” = Op(m™7).

Proof: Observe that for j =1, ..., R,
X =SNT SNT _O_ZF(j)/B(j)

(NT)1/2 =6) €0 JoTy2

F(J O* SNt + X =SNT _ J) O* SNT _O_ZF(j)B(j)
T1/2 ii€G) (NT)I/Q =) T1/2 € Joy2

F O* SNT+ X =SNT _ J) O* ST _O_ZF(j)B(j)
T1/2 ii€0) (NT)I/Q =) T1/2 € Joy2

F 3, F
2 (HFP3G) (4) S x 2

=9 iR +T1/2 (‘
)sNT 2 Fi»)By)

X s
+((NT)1/2 (]J)VT T1/2 Ch) ~ 9 T1/2

Fi (s */2 X =S ) &S
T1/2< )~ 05 j)>+ (NT)I/Z (J)VT T1/2O ]J)VT'

This implies (i) because

1
HGO 71z FBw: - FmBwr)Er
F
X F B
R =S S IO -
< Xj- (V)2 S M T2 |, Op(m™7),

where the last equality is due to Lemma 2.4.1. For (ii), observe that

X'—SNTCSNT

Yy A=6) Cu) .
T2 (NT)/? _Ujﬁ(j)ﬁ(j)

17712y Go = (B By, - BlwBir) Zill, < 3k

2

25



Thus, we can also obtain (i) by Lemma 2.4.1. Q.E.D.
Lemma C.22: Under (A.1) - (A.8), for ¢ > 1,

©) gz, = Op(m™);

(i) ||dota) — do(a)||, = O,(m )

(i) [19,(0)ll, = Op (m @D (T-112 4 =3/2)).

Proof: When ¢ =1, Q(Gy)g1(1) = Oryy. For ¢ > 2,

X

1R(Go)g w1 (), < [[R(Go)ll, (NT)2]], v (a)]l,
B H(N;(W (@, = 05(1) x Op(m™),

by Lemma 2.4.2. The same lemma also implies

X
19 72(D)ly < HW

. lva1(9)ll, = Op(m™7)

These results imply (i) for ¢ > 2. Part (ii) holds by Lemma 2.4.2 because

Part (ii) holds by Lemma 2.4.1 because

do(a) — do()||, < | G4Go) G, lgan (@)l = Opfm ™).

=SNT

ol < || s
= O, (m~ V(T2 4 =3%)), (Q.E.D.)

s e
HAL 2 €L 2
2

Corollary C.22: Under (A.1) - (A.8), for ¢ > 1,
0 NGH@r = Op(m™);
(i) || Dola) — Do(a)]| = Op(m);

(iii) GL(g)llp = Op (m™V2(T~2 +m=%2)).

Proof: Parts (i) and (ii) hold by Lemma C.22 because

IG5 (@ < =, g ()lle: | Dole) = Dola)|| <32,

do(a) — doa) |
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Part (iii) also holds by Lemma C.22 because ||GL(q)|lx < ¥i_, lg.(7)ll, < g x llgr(D)],.

Q.E.D.

Lemma C.23: Let

_ s
- C(S;I;ITICZJ)VT <cr(sj])\lT/ASANT ((ASNT)q 1 (A(]J)VT)q 1) c‘(SjJ)VT)
3a — .(S'JJ)VT/ASNT ~(9]1)\1T
Under (A.1) — (A.8), for j = wRand ¢=1,2,....,
&S s SnT VG- ~Sntvo—1) S
A" (<A<js”>q ARl
Pja = Snr + O,(m™7).
K
Proof: Observe that by Lemma 2.4.1, ‘ASNT — AZ])VT o O,(m™7) for j = 1,..., R.
With this result, we can show
&S s SNTVG— ~SnTvg—1) .S
ATy (A5 - (A7) ey
Pia — quNT
Snr1,.S s s s <~ SNT G—1\ S
= el (B AT AT~ RS e
. ( 1 1 )
S SNt SnT S Snt .S
<o MG e AG )"
S SNt S S
— SNT1 RSN c(j])VT/(A(J) —A NT) (JZ)VT
() () ( SNT/ASNT SNT> < SNT/ASNT SNT>
€@) € € 0
s s SNTVG— SNT\g—1\ S
% (CU)NT/A(J')NT“A(J'J)VT)Q L (AR 1>C(/>VT>
= Op(mi}y)
which completes the proof. Q.E.D.
Lemma C.24: Under (A.1) — (A.8), for ¢ > 1,
@) (7Y g (@[], = Op(m™);
(i) || 77*y'gL(q)||, = Op (m~ (T2 4 m=3/2)).
Proof: We can obtain (i) by showing that
1Ty Q(G0)g i (a)||, = Op(m™); (C.8)
17712y g us(a)]|, = Op(m™). (C.9)
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Consider 7, defined in Lemma C.20. By Lemma C.23 and Lemma 2.4.1, for ¢ = 1,2, ..., R,

7 = Sl (AGT) = (AG) ey — Siapig
= Sy (AG ™) = (AG) T egh™
SNT/ASNT((ASNT) q—1 (A NT ) )CS'NT
J) _
_2?:1 (.7 MSNT (4) +Op(m 27)
J
S S
g SRR - AG (A5 - AT ey
- =1 SN
H;

+ O,(m™ ) = 0,(m™7).

Thus, (C.8) holds because, by Lemma C.20, T~Y2y’'Q(Go)g,(q) = 7,. Finally, by Lemma
C.20 and Lemma 2.4.1, (C.9) also holds because

2

1772 g a0, = Siore | (AT, || €Y7, = Op(m™).

We can obtain (ii) because
|77y g @], = [l (AT e |, < Opm™ ) |7 Q-E.D.
Corollary C.24: Under (A.1) — (A.8), for ¢ > 1,
O [7yG @], = Op(m=);
(11) HT—1/2y/GL(q)H2 — Op ((T—l/Q + m—3/2>2)
Proof: Observe that

T2y G, < i T2y g5 (),

(I 'G (@], <ER LT Py @, < ax [T g (D),
Thus, (i) and (ii) hold by Lemma C.23. Q.E.D.

Proof of Lemma 2.4.3: Parts (i) and (ii) hold by Lemma C.21. Parts (iii) and (iv)
hold by Lemma C.22. Part (vi) holds by Lemma C.23. Q.E.D.

Proof of Corollary 2.4.3: The results hold by Corollaries C.22 and C.24. Q.E.D.

Lemma C.25: Under (A.1) — (A.8), = 0,(m™7).

(Do(R))™ = (Do(R)|
Proof: The result holds by Corollary 2.4.3 and Lemma A.2 because

| Do) = Do(r) | = || (Dotr) ||| Do) = Do) [[(Do(R) I,
= 0,(m™). (Q.E.D.)
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Lemma C.26: Under (A.1) - (A.8), [|(G(Go) ' T 2Gly — Zy' 1z, = Op(m™).

Proof: Let ¥p = diag(p; SNT ...,uSNT) Observe that for j =1, ..., R,

SNT! SNT SNt SNT
C, . C C, . C

) ) _ )R
SNT/ASNT SNT SNT SNT/ SNT

CH o) € Hi €5 Cu)

= 0,(m™) (C.10)

because

SNTI SNT SNt/ SNT
ONT) O RT))
SNT/ASNT SNT SNT SNT/ SNT

=) €4) ST )

SNT SNT/ SNT __ SNT/ SNT SNT
’“ oo o MG e

= ( SNT/ASNT SNT) SNT

€y Cay IH;
e e o
S SNt oS S
( (]J)VT/A NT (J)VT)MJ NT 2
= 0p(1) x Op(m™7) x Oy(1 )—Op(m‘”)-
With (C.10), we can have
H(Gga) PGy 5 1RH 0,(m™), (C.11)
because
y N
(GyGo)™ Gy ~ S5 g
H T2 2
SNTISNT SNTISNT
. MeY . e)) . g) (sl)
<1J>VT'A<1I>VT a (1]>VT'C<1I)VT
B SNT/CSNT SNT/CSNT
. S(R) ) (R)S (R)
Gy Ay <Ry nN ey ) |,
SNt SNT Snt1, SNT
< ¥R N0 N N O N ©)
— ~j=1 CSNT/ASNTCSNT SNt SNT/CSNT ’
G M) €O Ki Ch Co)

By Lemma 2.4.1, we have 1/p>%" —1/0% = (0% — p7™") /(17" 02) = O,(m™7). Thus,

-1
HER 13—25111%“2 = 0,(m™). (C.12)
y (C.11) and (C.12), we can obtain the desired result because
I(GiGo) ' TGy — 51k
< H(G{)GO)‘lT‘l/QGgy . ﬁ);lRH + HE;HR - E;fllRH (Q.E.D.)
2 2
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Remark: Because Gy, G%(q), and G1(q) are mutually orthogonal by construction, we
can obtain the following results:

-~ PLS, = PLS
P, .,'P, . -

% — Dy(R)G(GoDo(R) = G (R) Gy (R) + GL(R)GL(R);

- PLS

P, 1=~PLS R R

Tun PR Dy(RY G Godo(R +1) = G5y (RY giy (R +1) + Gu(R)g, (R +1);
- PLS,

1.7\/1:1727? — Do(R)T Gy = T7*G5(R)y + T7*GL(R)'y;

PRy - ( R),Géy _95(R)'y  9u(R)'y.

N1/2T 0 T2 — 712 T2 7

PRty ao(r 1y Gy _ 9n(BH 1y g (R4 'y

N1/2T T1/2 T1/2 T1/2

Lemma C.27: Under (A.1) — (A.8),
IG5 (R) Gy () = Op(m™™);
|7 G5By g (R + D], = Olm~; [T G5 (RYw]l, = Oplm):
71295 (R)'yl|, = Op(m™); [|T""?g5(R+1)yl|, = Op(m™).

Proof: The results hold by Lemma 2.4.3 and Corollary 2.4.3. Q.E.D.

Lemma C.28: Under (A.1) — (A.8),

IGL(R)GL(R)|lp = Op (m™ (T2 +m™%)?) ;
IGL(RYgL(R+ D), = Op (m™ 1TV +m™/%)%);
HT—1/2GL(R)/yH2 — Op ((T_1/2 + m—3/2>2) :
[T, (RYyll, = O, (m=5= (T~ w27
HT_1/2gL(R + 1)'yH2 =0, (m_R(T_l/2 + m_3/2)2) :
HT_l/z?JIQL(Q)H ~0, <m—(q—1)(T*1/2+m—3/2)2> '

Proof: The results hold by Lemma 2.4.3 and Corollary 2.4.3. Q.E.D.

Proof of Lemma 2.4.4: All the results hold by Lemmas C.27 and C.28. Q.E.D.

Lemma C.29: Let djj(¢) = % "1z and D}(q) = (dj(1), ..., d;(g)). Under (A.1) — (A.8),

as m — 00,
() Do(RYGGoDo(R) —, ¥ = Di(R)Diag(098(1,By, - 75488 () Dil(R):
(i)  Do(R)GiGodo(R+1) —, " = Dy(R)diag(otB(,B) - 0%8(nB)di(R + 1)
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(iii) T'2Dy(R)Goy —, 7 = Di(R) (o1B(1)B)s -+ k8w Br))

Proof: By Lemma 2.4.1, for j =1, ..., R, we have

A SNT °or . S « 2
Agy = oilkgy )" = 05058 (C.13)
In addition, it is straightforward to show
GGy = V(A "V = diag(e) T ASY e, o eopT AT EhT); (C.14)
SnrimS Snr1,.S
Gy [0 =0 X'y “ea” (C.15)
T1/2 B CSNT/;ESNT/ T ON2T B CSNT;CSNT .
(R) =(R) () ~(R)
By Lemmas 2.4.1 and 2.4.3,
o) = di(a)| < ||dot@) ~ do(a)|| + ldota) — dy(a)| = Op(m™).  (C.16)
The desired results can be obtained by (C.13) — (C.16) and Lemma 2.4.1. Q.E.D.

Proof of Theorem 2: We begin by considering the cases in which R < K. Observe
that

(Do(R)) MG, Go) "' T~ V2Gly = (bO(R)GgGObO(R)>1 Do(R)T™V2Gly.  (C.17)
With this result and Lemma 2.4.4, we can show
| V12800 — (Do(R) ' G1Go) TGl || = Opm~). (C.18)
Lemma C.26 and (C.17) imply
| N/2810 = (Do(R) B 1,
< | N8k — (DR) ™ (GoGo) T Ghy |
+||@o(R) | (GG TGy — B34
= 0p(m™7) + Op(m™7) = Op(m ™).

By this result and Lemma C.25, we can obtain (i) because
| ¥7281.0 = (Do(R)) "S5 1
— H N2§, 5 — (Do(R)) "S55 + (Do(R)) 'S5 15 — (DO(R))*12};11RH2

< || V261 — (Do(R) 7S5 1a| + || (Da(R) T~ (Do() ™
= 0p(m™) + Oplm™) = Oy(m™).

=l
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When R = K, we have Dy(R) = Dy(R). With this result, (C.19) and Lemma 2.4.4, we can
obtain

HNl/QSLR _ (DO(R))_l(GGGO)_lT_l/ZGBy‘L = 0, (m™FN(T72 4 m32)2)
By this result and Lemma C.25, we can show that (i) holds even when R = K, because

HNWSLR — (DO(R))*lzgllR‘

2
< || 261 — (Do(R) (G Go) TGl
[ (Do(R) 7| [|GoG0) TGy — 1]
= 0y (™" (T2 ) 4 Oy ™) = Op(m ™).

Part (ii) is obtained by Theorem 1 and (i) because

. . Ty, ~PLS ~PLS
Hy7€£§|R - yT+2H2 = ﬁAu«z Nl/le R —Yri2
2
= |91 ZrDo(R)(Do(R)) "S5 1k — §iya]|, + Op(m ™)
=0+ 0y(m™7).

Finally, for (iii), observe that by Lemmas 2.4.4 and C.29, we have

PPLS/y
i =T (Do(R) Gy + Gy (R)'y + GL(R)'y)
—» Dy(R) (0181)Bn), - 0181 Bw)
~ PLS, ~ PLS
PI:R /PI:R )

= bo(R)/GGGobO(R) + G5 (R)G%(R) + GL(R)GL(R)
—p DS(R)/diaQ(U?H(Uﬁu), s U%BER)ﬁ(R))DE()(R)'

NT

By these two results, we can obtain

R 2 !
T N1/2T —p Ej=10j’6(]')ﬁ(j)’

~ PLS ~ PLS ~ PLS, ~PLS\ —1 ~PLS
y/P|(P1:R )y o y/PI:R PI:R ,PI:R PI:R /y
NT N1z

which implies (iii). Q.E.D.

Lemma C.30: Let 6 = (PiéS’PiéS)_lpiés’i)gﬁ. Then,

@0 |6 o) d(r+1)

= O,(m™7),if R < K;

(id) Hé — (Do(R))'do(R + 1)H2 =0, (Y (TV2 + m~%2)2) if R= K.
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Proof: Using Lemma B.2 and some algebra, we can show

PLS, ~ PLS - PLS
/ 1=PLS
<P1R P1R> P,y Prii

NT NT

= (Do(R))'do(R + 1) + A1 (G (R)' g5y (R +1) + GL(R)'g (R + 1))
+ Ay (G (R) Gy (R) + GL(R)GL(R)) as,

where
. R -1
A; = (Dy(R)G{GoDo(R))
. -1
as = (Dy(RIGyGoDo(R) + G4 (RY Giy(R) + Gu(R)GL(R))
% (Do(R)GiGodo (R +1) + G5 (R)'g5y (R + 1) + Go(R)g,(R+ 1))
By Lemmas C.29 and 2.4.3, A; —, (¥*)"!and az —, (¥*)"'p*. Thus, we can have
|6 = (Do) do(R+1)|| = 0, (1G5 (RYG(R) + GLRYGL(R)Iy) . (C.19)
We begin by proving (ii). When R = K, we have Dy(R) = Dy(R), do(R + 1) = do(R + 1),
and G4 (R)'GY(R) + GL(R)GL(R) = GL(R)'GL(R). By substituting these results into
(C.21) and applying Lemma C.28, we can obtain (ii).
For (i), observe that |G} (R)'G4(R) + GL(R) GL(R)| - = Op(m~27) because G5, (R) G5 (R)
asymptotically dominates G (R)'GL(R). Thus, from (C.19), we have
Hé — (Do(R)) ‘do(R + 1)H2 = 0,(m™?). (C.20)
Now, by Lemma C.25 and Corollary 2.4.3, we can show
|(Do(R))do(R+1) = (Do(R)) do(R+ 1)

< ||(Do(R))"'do(R +1) — (Do(R))"do(R + 1)

2

+ || (Do(R)) 'do(R + 1) — (Do(R)) do(R + 1) )

- ot - an

d'R 1”
s+

A

+ [|(Do(R)) ™" — (Do(R)) ™
= Op(m™7).

which, with (C.19), implies

o~ )i+,
H ) o)+ [[(Do(R) do(R -+ 1) — (Do(R))do(R+ 1)
= 2"/) +0 ( ): Op(m_w).
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This completes the proof. Q.E.D.

Lemma C.31: Define V) yr = (NT)"1p5E5'Q( P 1 )phES. Under (A1) — (A.8),

Vint =9gy(R+1)gy(R+1) + g (R+1) g (R+1)
—(gu(R+1)Gy(R) + g, (R+1)GL(R)) as
—a} (G (R)gy(R+1)+ GL(R)'g (R +1))
+a) (G4 (R)GY(R) + GL(R)GL(R)) as,

where ay is defined in Lemma C.30, a3 —, ¥*)"'* and ay —, ¥*)" "

Proof: Using Lemma B.2, we can show

~ -1 -
- PLS/~PLS  ~PLS/ptLS [ 5PLS, 5PLS PLS,. pLs
_ Pry1 Pry1 PRy Py, (P Py P, 'Pri7

Vinr = =235 NT NT NT
=gy (R+1)gy(R+1)+g,(R+1) g, (R+1)
— (g5 (R+1)G5y(R) + g, (R+1YGo(R) (Do(RIGyGoDy(R))
x Do(R)GGody(R + 1)
~ (do(R + 1) GGGoDo((R) + gy (R + 1)G5,(R) + g, (R + 1) G1(R))
X DO(R)GBGODO(R)> - (Gy(R) gy (R+1)+ GL(R) g, (R+1))
+ (do(R+1)G{GoDy(R) + gis (R + 1G5y (R) + g (R + 1) G (R))
< (DoRIGYGDY(R)) (G5 (RY G (R) + Gu(RY G (R))
< (Do(R)G4GD(R) + G5y (RY G5 (R) + Gu(RYGL(R))
% (Do(R)GyGodo (R + 1) + G5 (R)g5y (R + 1) + G (R) g, (R + 1))
=gy(R+1)gy(R+1)+g,(R+1)g,(R+1)
—(95(R+1)G%(R) + g, (R+1)GL(R))as
—a, (G4 (R)gy(R+1) + GL(R)g (R +1))
+ a} (G4 (R) Gy (R) + GL(R)GL(R)) a,
where

(Do(R)GHGoDy(R)) Do R)GiGodo (R +1) =, (7)1
@, = (do(R + DG{GoDo(R) + gy (R + 1) G}y () + g, (R + 1) G1(R))
X (Do(R)ch;obo(R))1 —p ()T
by Lemmas C.29 and 2.4.3. Q.E.D.

Corollary C.31: Under (A.1) - (A.8),
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(1) yLNT = Op(m’z”’) it R< K7
i) VNt =0, (m (T2 +m™3?)?) if R=K.

Proof: When R < K,

g% (R +1)'gy(R+1) + g, (R+1) g (R+ 1),
< llgu(R+ 1) gy (R+ D, + lgL(R+1)gL(R+ 1),
= Op(m™) + Op(m=>FHV2)0, (T72 + m™2)?) = O, (m™");
195 (R +1)G4(R) + gL (R+1)Gr(R)|,
< lgu(R+1)GH(R)[l, + gL (R +1)GL(R)|,
= 0p(m™) + Oy (m™ 10, (T2 + m™)%) = Oy (m™");
1GH(R) Gy (R) + GL(R)GL(R)|
< |GH(R)GL(R)|p + |GL(R) GL(R)||
= Op(m ) 4+ O, (m (T + m™/%)?) = 0,(m™)
which imply (i). When R = K,
lg5 (R +1)'gy(R+1) + g, (R+1)g,(R+ 1),
= lgL(R+1)g,(R+ D), = Op(m>H2)0, (T2 + m™>2)) ;
g5 (R + 1)GH(R) + g (R+ 1)GL(R)||,
<gL(R+1GL(R)|l, = Op(m™ 1O, (T72 + m™3/2)%);
1G4 (R) G (R) + GL(R) Gr(R)|,
= [|GL(R)GL(R)|, = Op(m™")O, ((T71? + m™*/2)?)

which imply (ii). Q.E.D.
Lemma C.32: Define Y, vy = v/ Q(P] )pgify/(NlmT). Under (A.1) — (A.8),

Vonr =17 1/23//9?{(}% +1)+T° 1/2 'gr(R+1)
—~T7'*(y'Gy(R) + y'GL<R>> as
—a; (Gy(R) g5 (R+1) + GL(R)'g (R +1))
+a5(G5(R) Gy (R) + GL(R)GL(R))as,

where ay and aj are defined in Lemmas C.30 and C.31, and a5 —, (¥*)7!
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Proof: Using Lemma B.2, we can show

-1
)~ PLS , 5 PLS [ =~PLS,=PLS ~ PLS,
YPri1 Y Pp P r Py Pr'y

VeNt = N NI NT NT12
_Ygu(R+1)  yg (R+1)

T1/2 T1/2
yYGy(R) y'GL(R - R -1/ R

B ( Ti{/g : T1L/(2 )) (DO(R>GOGODO(R)> (DO(R)GoGodo(R+1)>
y'Gy - yG5(R)  y'GL(R)\ /- . 1

a (Tl/2 Do(R) + T1/2 T1/2 <D0(R)G0GOD0(R)>

X (Gu(R)gy(R+ 1)+ GL(R)gL(R+1))

y'Gy - yYGy(R)  yGL(R)
( T1/2 Do(R) + T1/2 T1/2

< (D(RIGGDY(R))  (Giy(RYGy(R) + Go(RYGr(R))
x (Do(RIGIGoDy(R) + Gy (RY Gy (R) + GL(R)G(R))

x (DO(R)G;)GO&O(R +1)+ G (R) gy (R+ 1)+ GL(R) g, (R + 1))

_Ygu(R+1) yg (R+1) (yGy(R) Yy GL(R)

- T1/2 T1/2 T1/2 T1/2 as
— a5 (G (R)gy(R+1)+ GL(R)'g (R +1))
+a5(Gy(R) Gy (R) + GL(R)GL(R))a;

where
Gyy
T1/2

Gu(R)y  Gi(R)y Ay
T1/2 + T1/2 —p (¥7) '

by Lemmas C.29 and 2.4.3. Q.E.D.

as — (DO(R)GgGoﬁO(R)>_1 (DO(R) +

Corollary C.32: Under (A.1) - (A.8), When R < K,

(i)  Donr = Op(m™?7), when R < K;

(i)  Vont =0, (T2 +m=3?)?), when R = K.
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Proof: When R < K,

yguy(R+1)  yg, (R+1)
T1/2 T1/2
y'gy(R+1) Y9 (R+1) R+
T1/2 ) o2
= Op(mizw + Op(m )O ((T +m 3/2 Op(mih);
yGy(R)  yGL(R)
T1/2 T1/2
/GL

Y GS, (
<[] [,

= 0y(m™") + O,(T™" + m™?)*)0,(m™);
1GL (R) H(R + 1)+ GL(R) g (R+ 1),

< 1GH(R)gh(R+ D, + IGL(R) gL (R + 1),

= Op(mizw + Op(miRA)Op((Til + m73/2)2) = Op('mi%);
1GH(R) Gy (R) + GL(R)GL(R)|

< IGL(R)Gy(R)|p + [|GL(R) GL(R)|

= 0,(m ) + Oy O, (T +m¥2)2) = Oy(m ),

which imply (i). When R = K,

Y94 (R+1) yg (R+1) H

T1/2 T1/2
y'gL(R+1) - _ _
- ‘ T ) 0,(m~")0, ((T V2 m )
yYGy(R)  yGL(R) Y'GL(R —1/2 _3/2
‘ T/ T3 2— T1/2 =0, ((T 2 4m /))

IGH(R)gy(R+1) + GL(R)'g (R + )||2
= IGL(R) gL (R + Dy = Op(m™ )0, (T2 +m™%2)?) ;
IG5 (R) G (R) + GL(R)GL(R)|| = Op(m™")O, (T2 +m~%/%)?)

which imply (ii). Q.E.D.

Proof of Lemma 2.4.5: Parts (i) and (iii) hold by Lemma C.30. Parts (ii) and (vi)
hold by Corollaries C.31 and C.32. Q.E.D.

67



Proof of Theorem 3: Observe that

~ PLS ~ PLS

YP(Pr1)Y B YP(Pr )y
T T
~ PLS. . . ~ PLS. . -1 ~ PLS
_ Y'QPp )PRYT (DRt QUPyp PRty Prit @(P1r )Y
B N1/2T NT N2T
_ (yl,NT)2
Vo nT

When R = K,

(Vevt)?/Vint = Op(((m/T)? +m™")?) = Oy(m/T)

by Corollaries C.31 and C.32. If m/T — oo, (Von7)?/Vint = 0p(1). If m/T = O(1) > 0,
(yngT)Q/yLNT = |Op(1)| > 0. Finally, when R < K, (J)Q,NT)Q/J/LNT = Op(m’QV) = 0p(1).

This completes the proof of the theorem.

Lemma C.33: Let yNT = y27NT/y17NT. Then,

- N1/2§.. 0
NY2§ 5y = ( 0 1'R) — <_1> Ynr.

Proof: Observe that

/

Pl:R—H Y
N12T

~ PLS ,~PLS \ 1 ~PLS
NT )

N1/2(~51;R+1 — (PI:R-i-l/Pl:R—i-l

_ NT NT 127
Pty
N1/2T

~-PLSr pPLS ~PLS/=PLS
Prt1 Pl:R Pryii1 Pri1

NT NT

-1
= PLS,=PLS »PLS,-pLS ~ PLS
P,.x'Pi.p Pi.r 'PRr{7 <P1:E ’y)

By the inversion rule for partitioned matrix,

~PLS,~PLS »PLS,-pLs
Pl:R /PI:R P13R pR+1
NTPLS NT
~PLS/ ~PLS/=PLS
PrY7' P1.r PrY1 Pry1
NT NT

= PLS, =PLS\ —1 ~ - ~ PLS. . -1 -
(Beigpiie) o) (6 (Prid Py PR 6\
o’ 0 —1 NT —1

where 0 is defined in Lemma 2.4.5. In addition,

é / PP.LS,y/(Nl/QT) . pLss ~ PLS 1/2
() (ﬁf?'y/(szm — BRI QP /(N

We can obtain the desired result by substituting (C.22) and (C.23) into (C.21).
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(C.21)

(C.23)

Q.E.D.



Proof of Theorem 4: Part (i) holds by Lemma C.34. For (ii), observe that

(PO o4 DY (Dl Y

Using this fact and (i), we can easily show

~PLS __ ~PLS
Y1ryolr+1 — Y1r121R
~ PLS ~PLS ~ PLS~PLS
— 5/ /
- m.T—i—lAl:R—f—l(sl:R—i—l - w-T+1A1:R 61:R
/ 1/2°% / P
_ Ty (APLS &LLS) N2 Ly T.ri1 5 PLS 0
- N1/2 1:R » “*R+1 0 NT N1/2 1:R+1 -1

/
xTr ~ PLS e
J+1 1/2
—Al N / 61:R

- S AT )
((DO(R)) do(R+1))

/
B gy 3 PLS
= IUNT 175 1

N1/2 1:R+1

+ Vnr =T A7 (0 — (Do(R)) ' do(R + 1))

N1/2
= Vvr SV i (R4 1) 4 Vipa(R +1) 4 V(R4 1)
o (Do )
Ve S AT (0~ (IDo(R) (R + 1)),
When R < K,
Ynr = Op(1);

Vi (R+1) + Vg (R+1) + VL (R+ 1)z = Op(m™);
Hé — (Do(R))™do(R + 1)”2 = 0,(m™).

Thus, we have ng{ﬁfiRH — @1€£25|RH2 = O,(m~7), which implies (i) because
9755 s = ell, < 9750 — 9753101, + 197258 — e, = Op(m™).
When R = K,
Inr = Op(m);

[Vai(R+1) + Vg(R+ 1)+ Vi(R+ )| =[VL(R+1)|p;
|6 = (Do) do(R + 1)||| = Opm™ (T2 4 22,

With these results, we can show

J j . Dy(R))'do(R + 1
lejiglRH - ygrji%R - yNTﬁVL(R +1) (( o(R)) ! o ))
2

= O0,((T7Y? + m™%%)?), (C.24)
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Notice that by Lemma C.18,

’
L.r+1 5SnT SN

. T+l _ _ ~1/2 -3/2
H N2 (1)H2 ol FEER A Op((mT)™1% +m™%) (C.25)
because
HN 1/2wlT+1:€NTH2 N wT+1:§NT:SNT/$.T+1)1/2
= (N m.T+1=’B.T+1) 12 — Op(l).
For ¢ > 2,
Tl T =S s 1 s
N ’UL(q)H2 = || 7172 ZoNT (A\SNT)e1 ST 2
Tl =S s -1 s
vz 2o || ALY [le

< 0,(1)0,(m~ )0, (T2 + m™/2)) < O0,(m~3/?).

Thus, we have

By (C.24) and (C.26), we can have

/

N1/2

iB T+1=SNT SNT
N1/2 =L

< Op(m1/2T—1/2 + m—1/2)

yNT

SVLR+1)| <(R+1)x

2

|yNT\

HQJTD+§|R+1 ?JITDJL&RH b((m/T) 1/2 —1/2)

which implies parts (ii) and (iii). Q.E.D.
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Tables and Figures

Number of PLS Mean in-sample | Standard Dev. of | Out-of-sample R?

factors used (q) R? in-sample R?
1 62.55 4.58 50.64
2 72.88 3.74 53.03
3 78.68 3.24 49.32
4 82.02 3.00 46.36
5 84.35 2.78 41.10
6 86.08 2.61 36.91
7 87.40 2.50 33.10
8 88.48 2.40 28.87
9 89.39 2.33 24.45
10 90.17 2.25 18.77

Table 1: In-Sample and Out-of-Sample Percentage R? of PLS Regressions (R = 2, K = 4)
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Figure 1: Graphical Representation of 1
Notes: Spurious correlation ooccurs as more PLS factors are used. This grapf is for the case in which there
are four common latent factors in predictors and two informative PLS factors. Thus, forecasting power is
maximized when the first 2 PLS factors are used. The RZ ¢ of PLS factors significantly decreases as more
than two PLS factors are used while the in-sample adjusted R? always increases.
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| T =100, N =80 |
‘ ay ‘ ay ‘ Pe | pe | Pr H PLS1 ‘ PCbh ‘ OLS H K ‘
0.1]03]0.0]0.0]0.0] 0.137 | 0.162 | -2.851 || 2.015
0.1103]03]0.3]0.3] 0.112 | 0.08 | -3.043 || 2.629
0.1103105]0.51]0.5 | 0.112 | 0.072 | -2.871 || 3.191
0.11050.0]0.0]0.0( 0241 | 0.245 | -2.268 || 1.999
0.1]05(103]03]|0.3| 0.292 | 0.169 | -1.671 || 2.679
0.110505]0.51]0.5 | 0.287 | 0.151 | -2.034 || 3.139
0.110710.0]0.0]0.0( 0.350 | 0.321 | -1.790 || 2.001
0.1]0.7]03]0.3]0.3] 0.394 | 0.250 | -1.230 || 2.687
0.1]0.7]05]0.5]0.51 0.399 | 0.205 | -0.815 || 3.012

03]103]0.01]0.01]0.0| 0230 | 0.239 | -2.706 || 4.748
03]103]03]03]|0.3| 0.205 | 0.218 | -3.044 || 3.690
0.3103105]0.57]0.5 | 0.254 | 0.250 | -3.158 || 2.921
0.3]105]0.0]0.01]0.0]| 0.404 | 0.405 | -1.559 || 4.737
03]05(103]03]0.3| 0364 | 0.368 | -1.892 || 3.665
0305105105051 0.396 | 0.389 | -1.914 || 2.934
0.3]10.71001]0.010.0| 0599 | 0.611 | -0.889 || 4.743
03]07103]03]0.3]| 0.595 | 0.589 | -0.692 || 3.678
03107105 (05]0.5] 0.586 | 0.578 | -0.551 || 2.895

0.5]1031]0.0(0.0]0.0] 0.282| 0.278 | -2.553 || 5.000
05]103103]03]0.3] 0.266 | 0.275 | -2.174 || 4.987
0510310510505/ 0.245 | 0.243 | -3.096 || 4.781
05]105(1001]0.010.0| 0454 | 0.466 | -1.531 || 5.000
05105103]0.3]0.3]| 0446 | 0.447 | -1.646 || 4.973
0.5]05]05]05]|0.5| 0489 | 0.500 | -1.459 || 4.825
05]0.7]10.0]0.01]0.0| 0622 | 0.639 | -0.575 || 4.999
05]107103]03]|0.3| 0.627 | 0.640 | -0.602 || 4.963
05]07105]05]0.5 | 0.628 | 0.645 | -0.864 || 4.806

Table 2: Forecasting Performances of PLS, PC, and OLS Regressions (R = 1, K = 5,
T = 100, N = 80)

Notes: This table shows the forecasting performances of the PLS1, PC5 and OLS regressions under different
data processes. For all cases, data are generated with N = 80 and 7" = 100. For each case with a combination
of az, ay, pe, pe,and py, the highest RZ ¢ is marked by bold. The total number of factors in predictor variables
is five and QF = 5 x Iy, so that the optimal number of PLS and PC factors are respectively one and five

(R=1and K =5). The term K denotes the estimated number of the latent common factors in predictor
variables by the Eigenvalue Ratio (ER) method of Ahn and Horenstein (2013).
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| T =200, N = 160 |
‘ ay ‘ ay ‘ Pe | pe | Pr H PLS1 ‘ PC5H ‘ OLS H K ‘
0.1 10.3]0.000]0.0| 0.175 | 0.207 | -2.989 || 4.168
0.1103]03]03]0.3] 0.197 | 0.181 | -2.664 | 2.150
0.1 103]05|05|0.51 0.185 | 0.132 | -2.608 | 2.203
0.1 105]0.000|0.0/| 0.354 | 0.364 | -1.847 || 4.228
0.1105103]0.3]0.3]| 0.369 | 0.306 | -1.676 || 2.181
0.1105105]0.5]0.5 | 0.287 | 0.206 | -2.252 || 2.211
0.110710.0]0.0]0.0( 0.524 | 0.514 | -1.212 || 4.291
0.110.7]03|03|0.3] 0.496 | 0.406 | -1.170 | 2.160
0.1 10.7]05|05|0.51 0.485 | 0.332 | -0.752 || 2.192

0.31030.0]0.0]0.0( 0262 | 0.264 | -2.221 || 5.000
03]103]03]03]|0.3| 0.282 | 0.283 | -2.490 || 5.000
03]103]05]05]|0.5 | 0272 | 0.279 | -2.941 || 4.988
0.3]105(00]00]0.0| 0.473 | 0.472 | -1.495 || 5.000
0.3105103]0.3]0.3]| 0433 | 0.456 | -1.680 || 5.000
03105 05]0.51]0.5 | 0441 | 0.458 | -1.542 || 4.982
0.3]10.0(0.01]0.01]0.0| 0.636 | 0.656 | -0.817 || 5.000
03]107103]03]0.3| 0626 | 0.647 | -0.617 || 5.000
0310710505051 0.605 | 0.620 | -0.700 || 4.959

0.5103]0.0(0.0]0.0] 0270 | 0.278 | -2.359 || 5.000
05]103(103]03]0.3| 0.285 | 0.282 | -2.689 || 5.000
05103105 ]05]0.5 | 0.268 | 0.279 | -2.978 || 5.000
05]105(1001]0.010.0| 0429 | 0.439 | -1.447 || 5.000
05]105(103]03]0.3| 0479 | 0.496 | -1.525 || 5.000
0.5]105]05(05]0.5] 0501 | 0.516 | -1.756 || 5.000
0.5]107]0.0/0.0]0.0] 0.641 | 0.669 | -0.738 || 5.000
05]107]103(0.3]0.3] 0.644 | 0.665 | -0.632 || 5.000
051071050505 0.650 | 0.666 | -0.788 || 5.000

Table 3: Forecasting Performances of PLS, PC, and OLS Regressions (R = 1, K = 5,
T =100, N = 80)

Notes: This table shows the forecasting performances of the PLS1, PC5 and OLS regressions under different
data processes. For all cases, data are generated with N = 160 and 7" = 200. For each case with a
combination of a;, ay, pe, pe,and py, the highest R%¢ is marked by bold. The total number of factors
in predictor variables is five and Q% = 5 X I5, so that the optimal number of PLS and PC factors are
respectively one and five (R = 1 and K = 5). The term K denotes the estimated number of the latent
common factors in predictor variables by the Eigenvalue Ratio (ER) method of Ahn and Horenstein (2013).
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‘ Data generating parameters H T =N =100 H T =N =200 ‘
| as | pa | pe | ps || PLSI|PLS2][PLS3 | PLSL | PLS2 [ PLS3 |

0.1 0.0 0.0 0.0 0.462 | 0.397 | 0.290 || 0.612 | 0.549 | 0.500
0.1 0.0 0.0 0.3 0.445 | 0.374 | 0.243 || 0.600 | 0.511 | 0.457
0.1 0.0 0.0 0.5 0.484 | 0.421 | 0.300 || 0.593 | 0.517 | 0.455
0.1 0.3 0.3 00 0.431 | 0.421 | 0.359 || 0.612 | 0.569 | 0.519
0.1 0.3 0.3 0.3 0.458 | 0.450 | 0.376 || 0.598 | 0.561 | 0.520
0.1 0.3 0.3 0.5 0.424 | 0.395 | 0.333 || 0.603 | 0.560 | 0.510
0.1 0.5 0.5 0.0 0.426 | 0.455| 0.446 || 0.604 | 0.590 | 0.517
0.1 0.5 0.5 0.3 0.448 | 0.462 | 0.423 || 0.604 | 0.594 | 0.536
0.1 0.5 0.5 0.5 0.416 | 0.427 | 0.397 || 0.581 | 0.565 | 0.524
0.2 0.0 0.0 0.0 0.567 | 0.569 | 0.448 || 0.643 | 0.624 | 0.556
0.2 0.0 0.0 0.3 0.573 | 0.574 | 0.485 || 0.664 | 0.639 | 0.577
0.2 0.0 0.0 0.5 0.562 | 0.561 | 0.471 || 0.646 | 0.612 | 0.568
0.2 0.3 0.3 0.0 0.561 | 0.576 | 0.524 || 0.662 | 0.649 | 0.595
0.2 0.3 0.3 0.3 0.585 | 0.592 | 0.528 || 0.672 | 0.654 | 0.624
0.2 0.3 0.3 0.5 0.565 | 0.567 | 0.500 || 0.664 | 0.644 | 0.599
0.2 0.5 0.5 0.0 0.554 | 0.550 | 0.506 || 0.632 | 0.595 | 0.573
0.2 0.5 0.5 0.3 0.550 | 0.551 | 0.513 || 0.640 | 0.613 | 0.582
0.2 0.5 0.5 0.5 0.559 | 0.580 | 0.530 || 0.634 | 0.623 | 0.582
0.3 0.0 0.0 0.0 0.616 | 0.612 | 0.525 || 0.665 | 0.638 | 0.584
0.3 0.0 0.0 0.3 0.632 | 0.640 | 0.560 || 0.696 | 0.668 | 0.609
0.3 0.0 0.0 0.5 0.629 | 0.636 | 0.540 || 0.677 | 0.671 | 0.611
0.3 0.3 0.3 0.0 0.598 | 0.613 | 0.545 || 0.654 | 0.627 | 0.585
0.3 0.3 0.3 0.3 0.574 | 0.605 | 0.540 || 0.670 | 0.653 | 0.603
0.3 0.3 0.3 0.5 0.621 | 0.637 | 0.581 || 0.698 | 0.682 | 0.641
0.3 0.5 0.5 0.0 0.596 | 0.608 | 0.566 || 0.686 | 0.666 | 0.626
0.3 0.5 0.5 0.3 0.568 | 0.596 | 0.538 || 0.651 | 0.643 | 0.605
0.3 0.5 0.5 0.5 0.610 | 0.626 | 0.600 || 0.662 | 0.643 | 0.594

Table 4: Forecasting by Regressions with Different Numbers of PLS Factors (R = K = 3)
Notes: This table reports the forecasting performances of the regressions with three different numbers of
informative PLS factors: one (PLS1), two (PLS2), and three (PLS3). For each data specification, the highest
R2OS square is marked by bold. The other parameters used to generate the data are set at a, = 0.7 and
QF = diag(3,5,7).
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‘ Data generating parameters H T = N = 1000 H T = N = 2000 ‘
| as | pa | pe | ps || PLSI|PLS2][PLS3 | PLSL | PLS2 [ PLS3 |
0.1 0.0 0.0 0.0 0.651 | 0.669 | 0.614 || 0.703 | 0.719 | 0.692
0.1 0.0 0.0 0.3 0.667 | 0.684 | 0.648 || 0.657 | 0.672 | 0.624
0.1 0.0 0.0 0.5 0.670 | 0.700| 0.664 || 0.696 | 0.704 | 0.666
0.1 0.3 0.3 00 0.631 | 0.663 | 0.612 || 0.641 | 0.654 | 0.63
0.1 0.3 0.3 0.3 0.681 | 0.68 | 0.637 || 0.692 | 0.701 | 0.669
0.1 0.3 0.3 0.5 0.627 | 0.651 | 0.611 || 0.667 | 0.676 | 0.644
0.1 0.5 0.5 0.0 0.635 | 0.652 | 0.618 || 0.680 | 0.695 | 0.670
0.1 0.5 0.5 0.3 0.681 | 0.703 | 0.672 || 0.716 | 0.723 | 0.697
0.1 0.5 0.5 0.5 0.646 | 0.666 | 0.628 || 0.684 | 0.695 | 0.668
0.2 0.0 0.0 0.0 0.674 | 0.694 | 0.678 || 0.667 | 0.680 | 0.665
0.2 0.0 0.0 0.3 0.701 | 0.719 | 0.700 || 0.683 | 0.691 | 0.676
0.2 0.0 0.0 0.5 0.655 | 0.685 | 0.666 || 0.657 | 0.666 | 0.649
0.2 0.3 0.3 0.0 0.700 | 0.722 | 0.708 | 0.714 | 0.727| 0.721
0.2 0.3 0.3 0.3 0.673 | 0.704 | 0.686 || 0.687 | 0.704 | 0.685
0.2 0.3 0.3 0.5 0.685 | 0.707 | 0.681 || 0.698 | 0.703 | 0.693
0.2 0.5 0.5 0.0 0.651 | 0.688 | 0.674 || 0.688 | 0.709 | 0.702
0.2 0.5 0.5 0.3 0.657 | 0.682| 0.657 || 0.683 | 0.691 | 0.681
0.2 0.5 0.5 0.5 0.664 | 0.692 | 0.666 || 0.719 | 0.730 | 0.724
0.3 0.0 0.0 0.0 0.626 | 0.656 | 0.648 || 0.686 | 0.699 | 0.696
0.3 0.0 0.0 0.3 0.651 | 0.687 | 0.677 || 0.701 | 0.715| 0.714
0.3 0.0 0.0 0.5 0.650 | 0.683 | 0.678 || 0.681 | 0.690 | 0.689
0.3 0.3 0.3 0.0 0.664 | 0.700| 0.686 || 0.695 | 0.712 | 0.710
0.3 0.3 0.3 0.3 0.643 | 0.674 | 0.675| 0.675 | 0.693 | 0.685
0.3 0.3 0.3 0.5 0.666 | 0.696 | 0.686 || 0.665 | 0.689 | 0.681
0.3 0.5 0.5 0.0 0.670 | 0.695 | 0.687 || 0.689 | 0.710 | 0.710
0.3 0.5 0.5 0.3 0.653 | 0.678 | 0.666 || 0.690 | 0.705 | 0.697
0.3 0.5 0.5 0.5 0.666 | 0.676 | 0.667 || 0.676 | 0.692 | 0.689

Table 5: Forecasting by Regressions with Different Numbers of PLS Factors (R = K = 3)
Notes: This table reports the forecasting performances of the regressions with three different numbers of
informative PLS factors: one (PLS1), two (PLS2), and three (PLS3). For each data specification, the highest
R2OS square is marked by bold. The other parameters used to generate the data are set at a, = 0.7 and
QF = diag(3,5,7).
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‘ Data generating parameters H T = N = 7000 H T =N =10,000 ‘
| as | pa | pe | ps || PLSI|PLS2[PLS3 | 0.731 | 0.734 [ 0.736 |

0.1 0.0 0.0 0.0 0.612 | 0.617 | 0.613 || 0.731 | 0.734 | 0.736
0.1 0.0 0.0 0.3 0.580 | 0.590| 0.586 || 0.731 | 0.735 | 0.738
0.1 0.0 0.0 0.5 0.579 | 0.591 | 0.589 || 0.739 | 0.744 | 0.747
0.1 0.3 0.3 00 0.610 | 0.616 | 0.613 || 0.729 | 0.733 | 0.734
0.1 0.3 0.3 0.3 0.579 | 0.589 | 0.586 || 0.729 | 0.734 | 0.736
0.1 0.3 0.3 0.5 0.578 | 0.591| 0.59 || 0.738 | 0.742 | 0.745
0.1 0.5 0.5 0.0 0.611 | 0.617 | 0.615 || 0.729 | 0.733 | 0.734
0.1 0.5 0.5 0.3 0.579 | 0.591 | 0.588 || 0.729 | 0.734 | 0.736
0.1 0.5 0.5 0.5 0.578 | 0.593 | 0.592 || 0.737 | 0.743 | 0.745
0.2 0.0 0.0 0.0 0.611 | 0.615| 0.614 || 0.732 | 0.736 | 0.738
0.2 0.0 0.0 0.3 0.579 | 0.588 | 0.587 || 0.732 | 0.737 | 0.740
0.2 0.0 0.0 0.5 0.578 | 0.590 | 0.590| 0.741 | 0.746 | 0.748
0.2 0.3 0.3 0.0 0.610 | 0.615| 0.614 || 0.731 | 0.736 | 0.739
0.2 0.3 0.3 0.3 0.578 | 0.588 | 0.587 || 0.74 | 0.745 | 0.747
0.2 0.3 0.3 0.5 0.577 | 0.590| 0.590 || 0.731 | 0.735 | 0.737
0.2 0.5 0.5 0.0 0.610 | 0.616 | 0.616 || 0.731 | 0.736 | 0.739
0.2 0.5 0.5 0.3 0.578 | 0.589 | 0.589 || 0.739 | 0.745 | 0.747
0.2 0.5 0.5 0.5 0.577 | 0.591 | 0.592| 0.739 | 0.745 | 0.747
0.3 0.0 0.0 0.0 0.610 | 0.615| 0.614 || 0.733 | 0.737 | 0.738
0.3 0.0 0.0 0.3 0.578 | 0.587 | 0.587 || 0.733 | 0.738 | 0.740
0.3 0.0 0.0 0.5 0.577 | 0.589 | 0.59 || 0.741 | 0.746 | 0.749
0.3 0.3 0.3 0.0 0.609 | 0.615| 0.614 || 0.732 | 0.736 | 0.738
0.3 0.3 0.3 0.3 0.577 | 0.587 | 0.587 || 0.732 | 0.737 | 0.739
0.3 0.3 0.3 0.5 0.576 | 0.589 | 0.590| 0.740 | 0.746 | 0.748
0.3 0.5 0.5 0.0 0.610 | 0.615| 0.615 || 0.732 | 0.736 | 0.738
0.3 0.5 0.5 0.3 0.577 | 0.588 | 0.588 || 0.732 | 0.737 | 0.739
0.3 0.5 0.5 0.5 0.576 | 0.59 | 0.591 | 0.740 | 0.746 | 0.748

Table 6: Forecasting by Regressions with Different Numbers of PLS Factors (R = K = 3)
Notes: This table reports the forecasting performances of the regressions with three different numbers of
informative PLS factors: one (PLS1), two (PLS2), and three (PLS3). For each data specification, the highest
R2OS square is marked by bold. The other parameters used to generate the data are set at a, = 0.7 and
QF = diag(3,5,7). For the cases with N = T = 10,000, only 100 different samples are generated for each
data generating processes.
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Figure 2: Performances of PLS Regression and Spurious Correlation (7" = 100)
Notes: The other parameters for data generating processes are set at Qf = diag(3,3,5,5), R =2, K =4,
a; = 0.2, ay, = 0.7, and py = p. = p. = 0.5.

7



O m N ]
o |
o § ® 0 g o $ o,
®eo, ®e,
30 ® 9 ® 9o,
T=200, N=200 T=200, N=400

90 |
g m m m B =& g . " o
o
®
® ]
30
® 9 L 8
T=200, N=160 T=200, N=360 ®
0
C
80 m m ®m B®
o - m N m N BN 0 - m] r
F - $ o
ik}
60 ‘
5 30 ® e ® @
& T=200, N=120 T=200, N=320 o
0
90 g m w m W m = B
[
60 =. « 8 8 P77 ® = ® 9
¥ ® 0000000 oo,
30 ® o
T=200, N=80 T=200, N=280
0
[ |
90 g m m ® " = B
g W N N N N BN ® 3 ;
I géoeoee0ee 00 ce .,
®
30 ¢ ®
T=200, N=40 T=200, N=240 o

1 2 3 4 5 53 7 8 9 10 1 2 3 4 5 6 T 8 9 10
MNumber of PLS iterations Mumber of PLS iterations

® Out-of-sample R> ™ In-sample R?

Figure 3: Performances of PLS Regression and Spurious Correlation (7" = 200)
Notes: The other parameters for data generating processes are set at Qf = diag(3,3,5,5), R =2, K =4,
a; = 0.2, ay, = 0.7, and py = p. = p. = 0.5.
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Figure 4: Performances of PLS Regression and Spurious Correlation (7" = 500)
Notes: The other parameters for data generating processes are set at Qf = diag(3,3,5,5), R =2, K =4,
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Figure 5: Performance of PLS Regression and Spurious Correlation (a, = 0.2)
Notes: The data generating parameters other than a, are set at Qp = diag(3,3,5,5), R = 2, K = 4,
a; = 0.2, pf = pe = pc = 0.5, and N =T = 100.
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Figure 6: Performance of PLS Regression and Spurious Correlation (a, = 0.5)
Notes: The data generating parameters other than a, are set at Qp = diag(3,3,5,5), R = 2, K = 4,
az = 0.5, pf = pe = pc = 0.5, and N =T = 100.
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Figure 7: Performance of PLS Regression and Spurious Correlation (a, = 0.7)
Notes: The data generating parameters other than a, are set at Qp = diag(3,3,5,5), R = 2, K = 4,
az = 0.7, pf = pe = pc = 0.5, and N =T = 100.
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Figure 8: Performance of PLS Regression and Spurious Correlation (a, = 0.7)
Notes: The data generating parameters other than a, are set at Qp = diag(3,3,5,5), R = 2, K = 4,
ay = 0.7, pf = pe = p. = 0.5, and N =T = 100.

83



0
] m B N m N [ |
w = = & n ="
3 & o © o §
® 9 e
0 ® ® ® e @
a,=05 ® o 0%
-40
a0
] mE B N m N |
. N m N s W m N
8 o 4 » & 9§
® ® o
i °® ® ®
0 ® ®
® e ® 9
r};x=D.4 . n.-x=D.9
40
0
mE m N E N
% s m """ am """
2 3 ¢ 38,
8 ® 9 °
= L J ®
i @
2 o ® o o @
o a =03 ® Py a =08
-40
a0
mE m B N T
O n = N " m BN = ® -
m]
O
@ 8 8 o
® o o
o @ ® [ ] ®
r};x=02 ® . n.-x=D.?' .
40
0
m B m N m N m m N m N n
| n M m N
[l o 8 ®
®
e, ® e
° ®e, e,
a, =01 ® ® a, =06
40 ® o
1 2 3 4 5 B 7 B 9 10 1 2 3 4 5 6 7 B 9 10
Number of PLS iterations Mumber of PLS iterations

®  OQut-of-sample R> ® In-sample R?

Figure 9: Performance of PLS Regression and Spurious Correlation (a, = 0.5)
Notes: The data generating parameters other than a, are set at Qp = diag(3,3,5,5), R = 2, K = 4,
ay = 0.5, pf = pe = p. = 0.5, and N =T = 100.
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Figure 10: Performance of PLS Regression and Spurious Correlation (a, = 0.3)
Notes: The data generating parameters other than a, are set at Qp = diag(3,3,5,5), R = 2, K = 4,
ay = 0.3, pf = pe = p. = 0.5, and N =T = 100.
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Figure 11: Forecasting with Uninformative and Spurious Factors (N = T' = 100)

Notes: The parameters for data generating processes other than a, are set at Qp = diag(3,3,5,5), R=2, K =4, a, = 0.7, py = pe = p. = 0.5, and
N =T = 100.
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Figure 12: Forecasting with Uninformative and Spurious Factors (N = T = 2,000)

Notes: The parameters for data generating processes other than a, are set at Qp = diag(3,3,5,5), R=2, K =4, a, = 0.7, py = p. = p. = 0.5, and
N =T = 100.
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Figure 13: Forecasting with Uninformative and Spurious Factors (K =6, R =2, N =T = 100)

Notes: The parameters for data generating processes are set at Qp = diag(3,3,3,3,5,5), 8* = (1,0,0,1,0,0), R=2,K =6,a, = 0.7, pf = pe = pc =
0.5, and N = T = 100.
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Figure 14: Forecasting with Uninformative and Spurious Factors (K =6, R =2, N =T = 2,000)

Notes: The parameters for data generating processes are set at Qp = diag(3,3,3,3,5,5), 8* = (1,0,0,1,0,0), R=2,K =6,a, = 0.7, pf = pe = pc =

0.5, and N = T = 100.
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Sample Size Cross- Forecasting with PLS factors CV-estimate of the

validation optimal number of

PLS factors (Rcy )

T N NT| ¢V PLS1 PLS2 PLS3 PLS4 PLS5 PLS6 Mean Std |

100 20 0.0 0.40 0.26 0.32 0.36 0.39 0.42 0.43 6.32 3.00
100 60 0.6 0.44 0.47 0.48 0.46 0.42 0.39 0.36 2.45 1.74
100 100 1.0 0.48 0.48 0.52 0.49 0.44 0.41 0.37 2.08 1.14
100 160 1.6 0.58 0.57 0.59 0.56 0.51 0.45 0.39 1.92 1.16
100 200 2.0 0.62 0.62 0.64 0.59 0.52 0.47 0.42 1.87 1.01
200 40 0.2 0.42 0.32 0.38 0.43 0.45 0.45 0.45 6.15 2.76
200 120 0.6 0.56 0.53 0.58 0.56 0.55 0.52 0.50 2.11 1.14
200 200 1.0 0.64 0.62 0.64 0.61 0.55 0.51 0.46 1.86 0.67
200 320 1.6 0.64 0.63 0.65 0.60 0.55 0.49 0.45 1.67 0.58
200 400 2.0 0.65 0.62 0.66 0.62 0.59 0.55 0.51 1.85 0.56
500 100 0.2 0.60 0.57 0.61 0.61 0.61 0.60 0.61 4.42 2.66
500 300 0.6 0.65 0.62 0.66 0.63 0.61 0.59 0.56 1.96 0.42
500 500 1.0 0.68 0.64 0.69 0.65 0.61 0.58 0.54 1.93 0.36
200 800 1.6 0.67 0.66 0.68 0.64 0.60 0.56 0.51 1.88 0.36
500 1000 2.0 0.68 0.65 0.68 0.65 0.63 0.58 0.54 1.84 0.41

Table 7: Relative Forecasting Power of the Cross-Validation Augmented PLS Regression Across Different Sample Sizes
Notes: This table reports the forecasting performances of the regressions with different numbers of the PLS factors and the estimated optimal number
of PLS factors by the cross-validation method we consider. The data used are simulated using a five-factor model with Q3% = diag(3,3,5,5,7) and
B* =(1,0,1,0,1)". The other data-generating parameters are set at a, = 0.2, a, = 0.7, and py = p. = p. = 0.5.



Sample size Cross- Forecasting with PLS factors Statistics of Rcy
validation

T N Qg Cv PLS1 PLS2 PLS3 PLS4 PLS5 PLS6 Mean Std.
100 100 0.1 0.37 0.39 0.40 0.40 0.37 0.34 0.31 2.34 1.71
100 100 0.3 0.59 0.58 0.61 0.99 0.56 0.52 0.49 2.15 1.18
100 100 0.5 0.62 0.61 0.64 0.63 0.58 0.54 0.49 2.04 0.98
100 100 0.7 0.66 0.60 0.67 0.66 0.62 0.60 0.56 2.47 1.05
100 100 0.9 0.69 0.64 0.70 0.70 0.67 0.65 0.64 2.98 1.20
200 200 0.1 0.49 0.47 0.51 0.48 0.45 0.42 0.38 1.95 0.78
200 200 0.3 0.66 0.65 0.66 0.63 0.61 0.57 0.54 1.81 0.64
200 200 0.5 0.69 0.68 0.70 0.67 0.62 0.60 0.55 1.94 0.68
200 200 0.7 0.69 0.66 0.71 0.70 0.65 0.63 0.60 2.26 0.80
200 200 0.9 0.69 0.64 0.69 0.69 0.67 0.63 0.62 2.87 0.98

Table 8: Relative Forecasting Power of the Cross-Validation Augmented PLS Regression Across Different a,’s
Notes: This table reports the forecasting performances of the regressions with different numbers of the PLS factors and the estimated optimal number
of PLS factors by the cross-validation method we consider. The data used are simulated using a five-factor model with Q% = diag(3,3,5,5,7) and
B =(1,0,1,0,1)". The other data-generating parameters are set at a, = 0.7, and py = p. = p. = 0.5.



Sample size Cross- Forecasting with PLS factors Statistics of Rcy
validation

T N ay (Y PLS1 PLS2 PLS3 PLS4 PLS5 PLS6 Mean Std.
100 100 0.1 0.01 0.04 -0.12 -0.27 -0.41 -0.55 -0.69 1.16 0.67
100 100 0.3 0.20 0.23 0.16 0.06 -0.05 -0.16 -0.26 1.25 0.63
100 100 0.5 0.32 0.36 0.31 0.22 0.12 0.03 -0.05 1.43 0.85
100 100 0.7 0.46 0.47 0.50 0.48 0.43 0.38 0.34 2.24 1.20
100 100 0.9 0.70 0.64 0.73 0.73 0.72 0.72 0.71 4.18 2.15
200 200 0.1 0.02 0.02 -0.11 -0.25 -0.39 -0.50 -0.63 1.07 0.27
200 200 0.3 0.25 0.26 0.17 0.09 0.00 -0.10  -0.23 1.11 0.33
200 200 0.5 0.44 0.43 0.40 0.31 0.21 0.14 0.05 1.29 0.49
200 | 200 0.7 0.62 0.61 0.63 0.58 0.53 0.49 0.44 1.65 0.65
200 | 200 0.9 0.80 0.75 0.81 0.80 0.79 0.79 0.78 3.06 1.20

Table 9: Relative Forecasting Power of the Cross-Validation Augmented PLS Regression Across Different a,’s
Notes: This table reports the forecasting performances of the regressions with different numbers of the PLS factors and the estimated optimal number
of PLS factors by the cross-validation method we consider. The data used are simulated using a five-factor model with Q% = diag(3,3,5,5,7) and
B =(1,0,1,0,1)". The other data-generating parameters are set at a, = 0.2, and py = p. = p. = 0.5.
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Sample size Cross- Forecasting with PLS factors Statistics of Rcy
validation

T N Peu (Y PLS1 PLS2 PLS3 PLS4 PLS5 PLS6 Mean Std.
100 100 0.1 0.57 0.58 0.59 0.56 0.51 0.48 0.43 1.99 1.09
100 100 0.3 0.55 0.53 0.56 0.54 0.51 0.47 0.42 2.25 1.33
100 100 0.5 0.97 0.54 0.57 0.57 0.57 0.56 0.55 2.72 1.68
100 100 0.7 0.55 0.52 0.95 0.9 0.56 0.54 0.54 3.70 2.37
100 100 0.9 0.60 0.53 0.58 0.58 0.60 0.60 0.61 0.71 3.25
100 100 1.0 0.88 0.60 0.68 0.71 0.75 0.78 0.81 9.83 0.73
200 200 0.1 0.65 0.64 0.66 0.62 0.59 0.56 0.53 1.79 0.73
200 200 0.3 0.62 0.62 0.64 0.61 0.58 0.54 0.50 1.99 0.79
200 200 0.5 0.63 0.61 0.64 0.62 0.60 0.58 0.57 2.23 1.16
200 200 0.7 0.58 0.56 0.60 0.61 0.60 0.61 0.60 3.32 2.02
200 | 200 0.9 0.72 0.54 0.64 0.65 0.66 0.67 0.69 7.87 2.77
200 | 200 1.0 0.85 0.62 0.68 0.69 0.70 0.73 0.76 9.98 0.28

Table 10: Relative Forecasting Power of the Cross-Validation Augmented PLS Regression When Some Predictor Has Direct

Forecasting Power

Notes: This table reports the forecasting performances of the regressions with different numbers of the PLS factors and the estimated optimal number
of PLS factors by the cross-validation method we consider. The first predictor’s idiosyncratic component is correlated with the error term of the target
variable: e}, = pé{fufﬂ + (1 = peu)/?v},, where the v1; are random draws from N(0,1). When p., = 1, the idiosyncratic component of z1;, €}, is
perfectly correlated with the error term of the target variable. When p.,, = 0, the data generating process used for this table are identical to those which

is used for Table 1.




76

Variables PLS1 PLS2 PLS3 PLS4 PC1 PC2 PC3 PC4 PLS PLS PC PC

BIC (Y BIC AH

Industrial Production 34.6 30.6 7.5 -56.7 7.7 22 24.9 29.1 -520.2 33.8 32.3 27.9
Personal Income 34.5 21.9 -14.4 -96.5 11.2 13.8 9.6 10.4 -319.1 30.4 13.7 16.8
Mfg. & Trade Sales 30.8 26.0 -4.6 -54.5 2.7 30.6 26.9 29.1 -559.1 29.6 26 23.7
Nonagg. Employment 46.1 40.2 -0.5 -80.4 38.3 45.7 43.7 43.4 -403 49.9 51.3 46.2
CPI 60.7 60.1 58.3 60.4 59.2 58.6 56.3 54.9 48.8 54.6 55.4 58.4
Consumption Deflator 50.3 48.1 46 47.8 51.4 49.1 45.7 43.2 26.5 45.3 41.6 48.9
CPI except Food 56.9 54.2 52.9 54.5 54.6 52.6 49.6 48.9 42.7 49.8 48.3 51.9
Producer Price Index 65.9 66.2 63.7 66.4 65.3 65.9 65.4 64.9 59.7 65.1 65.1 65.4

Table 11: Forecasting Results for Eight Macroeconomic Variables

Notes: The 100 x R%4’s from the regressions with eight economic variables are reported. The highest value of 100 x R% ¢ obtained for each variable is
marked by bold.

Categories of Variables PLS1 PLS2 PLS3 PLS4 PC1 PC2 PC3 PC4 PLS PLS PC PC
BIC Ccv BIC AH

Overall 35.0 34.3 15.6 0.5 24.1 33.8 324 33.0 -79.1 30.3 34.2 28.2
Output and Income 34.1 32.7 9.5 -52.5 4.3 16.1 16.5 17.3 -433.6 30.6 29.9 194
Labor Market 39.2 41.8 20.4 154 28.0 41.5 39.9 38.7 -82.6 40.2 43.5 38.2
Housing 45.5 46.8 274 44.0 51.6 52.0 52.4 53.2 35.5 33.6 52.0 54.6
Consumption 13.6 2.8 -46.0 -126.8 | -04 11.6 10.4 10.6 -598.9 9.5 11.9 6.8
Money and Credit 44.6 47.6 42.3 42.4 399 49.2 481 46.7 20.3 27.0 42.0 44.3
Interest and Exchange Rates 11.0 -1.8 -16.6 -27.5 11.6 11.1 11.0 8.9 -122.8 5.3 -0.9 12.1
Prices 60.0 57.2 55.6 57.4 59.2 58.9 56.6 54.8 44.2 53.9 55.3 58.4

Stock Market 6.8 -1.6 -23.4 -26.7 8.0 3.2 2.1 -0.8 -150.7 -2.6 1.0 1.5

Table 12: Forecasting Results for 144 Macroeconomic Variables
Notes: The whole 144 target variables are forecasted. The variables are categorized into eight groups. The median value of 100 x R2 ¢’s is reported for
each category. The highest median value of 100 x R2O g for each category is marked by bold. The category “Consumption” includes consumption, orders,
and inventory variables.



